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1 Introduction

In their early days, description logics did not appear

to be much more than a convenient notation for talk-

ing about structured knowledge. But once they were

equipped with a proper syntax and semantics, model and

proof theory | in short: once they grew up to be logics,

it became possible to relate description logics to other

areas of logic. In particular, the connection between de-

scription logics on the one hand and modal logics on the

other hand has received considerable attention.

Schild [8] was the �rst to make the connection be-

tween description logic and modal logic explicit. He de-

veloped the correspondence between description logics

and propositional dynamic logics, which are logics de-

signed for reasoning about programs. The links provided

a valuable a tool for devising decision procedures for very

expressive description logics. Later, Schild [9] and De

Giacomo and Lenzerini [3] identi�ed a correspondence

between description logics and the modal mu-calculus;

again this link was exploited to transfer decidability and

complexity results frommodal to description logics. Van

der Hoek and De Rijke [5] considered connections be-

tween description logics with number restrictions and

modal and other logics with counting expressions.

In this talk I will take a more general look at the con-

nection between description logics, modal logics, and

various fragments of �rst-order logic. I will start by

looking at a particular description logic and its modal

counterpart, and will gradually adopt a more general

perspective, viewing description and modal logics as re-

stricted formalisms for talking about graph-like struc-

tures. While we will see that semantic characteriza-

tions can be given for particular description logics, we

also consider the question which syntactic restrictions on

�rst-order formulas produce `good' description logics.

2 From Modal Logic to Description

Logic, and Back

To make matters concrete, I will �rst look at the de-

scription logic ALC and its modal counterpart. Let us

assume that ALC has a collection of atomic concepts C

and a collection of atomic roles R.

The corresponding (multi-) modal logic has formulas

are produced by the following rule:

� ::= p j :� j � ^ � j hai� j [a]�:

Here, p is a proposition letter taken from some collection

P, and a is an index also taken from some collection A.

(The semantics for this multi-modal language is based on

tuples (W; fR

a

j a 2 Ag; V ), whereW is a non-empty do-

main, the R

a

's are binary relations on W | each modal

operator hai is associated with its own binary relation

R

a

|, and V is a valuation assigning subsets of W to

the proposition letters in P; observe that we can view

these multi-modal models as interpretations for ALC.)

Now, to connect ALC to multi-modal logic, all we re-

ally do is the following. Semantically, when we go from

ALC to multi-modal logic, we simply view interpreta-

tions of atomic concepts as values of proposition letters,

and atomic roles are binary relations to be used as inter-

pretations for the modal operators. Syntactically, con-

sider the followingmapping � from concepts to formulas:

� (A) = p

A

; A atomic

� (:C) = :� (C)

� (C uD) = � (C) ^ � (D)

� (9R:C) = ha

R

i� (C)

� (8R:C) = [a

R

]� (C)

Then, for every concept C, we have that C is equivalent

to its translation � (C) in the following sense:

(�) w 2 C

I

i� I; w j= � (C).

(Here I is an interpretation for ALC, and on the right-

hand side I view it as a multi-modal model; the notation

on the right-hand side means: � (C) is true of w in I.)

As pointed out in the introduction, this correspon-

dence between description and modal logic may be ex-

tended in a variety of ways. In the talk several further

examples will be considered.



3 A More General Perspective

What makes the correspondence recorded in (�) work?

It's the fact that ALC and multi-modal logic really talk

about the same thing. In a sense to be made precise

below, they are both restricted formalisms for talking

about graph-like structures: collections of objects (or

worlds, or states, or points in time,. . . ) equipped with

one or more binary relations. As such there is nothing

unique about description logics and modal logics | there

are plenty of ways of talking about graph-like structures,

and �rst-order logic is probably the best known of these.

So what distinguishes description logics from �rst-

order logic as a means for talking about graph-like struc-

tures? First of all, description logics | usually | very

small fragments of �rst-order languages. Let us make

this precise. Let FO be a �rst-order language that

has unary predicate symbols corresponding to atomic

concepts, and binary relation symbols corresponding to

atomic roles (below, I won't distinguish between con-

cepts and unary predicate symbols, and similarly for

roles and binary predicate symbols).

Now, ALC can be translated into FO in the following

way. Let x and y be two individual variables. De�ne two

functions taking concepts to �rst-order formulas:

st

x

(A) = Ax

st

y

(A) = Ay

st

x

(:C) = :st

x

(C)

st

y

(:C) = :st

y

(C)

st

x

(C uD) = st

x

(C) ^ st

x

(D)

st

y

(C uD) = st

y

(C) ^ st

y

(D)

st

x

(9R:C) = 9y (Rxy ^ st

y

(C))

st

y

(9R:C) = 9x (Ryx ^ st

x

(C))

st

x

(8R:C) = 8y (Rxy ! st

y

(C))

st

y

(8R:C) = 8x (Ryx! st

x

(C)):

Then, viewing interpretations for ALC as �rst-order

models, one can formulate the following equivalence. For

all interpretations I and all objects w and all ALC-

concepts C:

w 2 C

I

i� I j= st

x

(C)[w]:

The notation on the right-hand side means that w is

assigned to the free variable x.

So, this identi�es ALC (and hence multi-modal logic)

as a fragment of �rst-order logic. Actually, it identi�es

ALC as a part of the 2-variable fragment of �rst-order

logic | we only need 2 variables in the st-translation!

Which fragment of FO is ALC? What's special about

it? This is where bisimulations come in. Call a unary

�rst-order formula �(x) invariant for bisimulations if it

cannot distinguish between bisimilar objects. Then, a

�rst-order formula is equivalent to (the translation of) an

ALC-concept if, and only if, it is invariant under bisim-

ulations. This result is basically an old result for modal

logic proved by Van Benthem in his thesis [2]; the termi-

nology was quite di�erent, and only uni-modal languages

were considered but the de�nitions and proofs easily ex-

tend to the multi-modal case. In [6, 7] this characteri-

zation result has been extended and adapted to many

description logics other than ALC. The main use of

these characterizations is in understanding the expres-

sive power of description logics.

4 The Right Fragment?

So, fragments of �rst-order logic that correspond to de-

scription logics can be characterized in terms of preser-

vation under suitable notions of simulation relations be-

tween models. This is an interesting and useful but fairly

abstract semantic description. But what are these frag-

ments like syntactically? For over a decade �nite variable

fragments were thought to be the natural counterpart of

modal logics within �rst-order logic, and given the cor-

respondence (�) noted above, this view carries over to

description logics as well. And indeed, following Gab-

bay [4], a correspondence can indeed be set up between

�nite variable fragments and modal logics (this give rise

to the issue of expressive completeness of a modal or

description logic w.r.t. a �nite variable fragment).

But, in general, �nite variable fragments lack the

`good' computational and logical properties that usu-

ally come with description and modal logics (decidabil-

ity, interpolation, . . . ). So, �nite variable fragments

don't seem to be the appropriate syntactic counterpart

of description logics. The guarded fragment has recently

been proposed by Andr�eka, Van Benthem and N�emeti

[1] as the appropriate generalization of `good fragments'

of �rst-order logic.

Acknowledgment. I would like to thank Carlos Are-

ces and Natasha Kurtonina for useful discussions. This

work was supported by the Spinoza project `Logic in Ac-

tion' at ILLC, the University of Amsterdam.

References

[1] H. Andr�eka, J. van Benthem and I. N�emeti. Modal

languages and bounded fragments of predicate

logic. Journ. Philosophical Logic, to appear.

[2] J. van Benthem. Modal Correspondence Theory.

Dissertation. Mathematical Institute, University of

Amsterdam, 1976.

[3] G. De Giacomo and M. Lenzerini. Concept lan-

guages with number restrictions and �xpoints,

and its relationship with mu-calculus. In Proc.

ECAI'94.



[4] D.M. Gabbay. Expressive functional completeness

in tense logic. In U. M�onnich, editor, Aspects of

Philosophical Logic, pages 91{117. Reidel, Dor-

drecht, 1981.

[5] W. van der Hoek and M. de Rijke. Counting ob-

jects. Journ. Logic and Computation 5:325{345,

1995.

[6] N. Kurtonina and M. de Rijke. Classifying descrip-

tion logics. In Proceedings DL'97, 1997.

[7] N. Kurtonina and M. de Rijke. Expressiveness

of �rst-order description logics. Technical report,

Dept. of Computer Science, University of Warwick,

1997.

[8] K. Schild. A correspondence theory for termino-

logical logics: preliminary report. In Proc. 12th

IJCAI, pages 466{471, 1991.

[9] K. Schild. Terminological cycles and the proposi-

tional �-calculus. In Proc. KR-94, 1994.


