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Abstract

A group of individuals who share the same in-

terest or a task, would pro�t from making use

of the knowledge possessed by the group. It is

then essential that such a body of knowledge,

or \community knowledge", be captured in an

e�ective manner. This paper describes the no-

tion of Concept Index, which aims to index

important concepts described in a collection of

documents belonging to a group, and provide

user-friendly cross-references among them to

aid concept-oriented document space naviga-

tion. Unlike approaches relying primarily on

automatic concept extraction tools, the Con-

cept Index relies on users in identifying im-

portant concepts by marking keywords and

phrases that interest them. Once the con-

cepts are extracted in this manner, they are

then enhanced by automated tools and more

importantly by users who inspect them. We

argue that with an appropriate support for

users provided by a system, this interactive

process optimises the index generated, and en-

hances collaboration between the members of

the group in managing acquired information,

and furthermore, leads to by-products such as

a set of community vocabulary that are essen-

tial to e�cient organisational work.
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1 Introduction

It is widely accepted that the management of knowl-

edge held by a group of people sharing a common

interest or task, such as a community or an organ-

isation, is an essential aspect of e�cient groupwork.

Such \community knowledge" is not a simple aggrega-

tion of knowledge held by individuals in the group; it

also includes knowledge about the existence of knowl-

edge, and competence of the group as a whole. There-

fore, it should naturally involve a collaborative process

through which the knowledge about knowledge is cap-

tured and maintained. This is our primary interest in

the context of knowledge management.

The context of this research is the investigation of

the concept of \Social Web", an infrastructure that fa-

cilitates Internet-based social activities such as collab-

orative work and forming groups of people with similar

interests [GMD98]. The notion of \community knowl-

edge" is one of the central themes in this framework.

Similar concepts of network-based social communities

have also been put forward in \Sociable Web" by Do-

nath and Robertson [DR94] and in \Knowledgeable

Community" by Nishida [Nis95].

In this paper, we describe the notion of a Concept

Index which intends to capture community knowledge

based on collections of documents attributed to that

community, and a prototype tool to support its gener-

ation and maintenance. In this research paradigm, we

base our work on the following assumptions.

� Documents communicate knowledge. Documents

contain concepts and their relations, which can be

seen as the building block of knowledge. Knowl-

edge is coded in documents, and in collections

of related documents. Documents can be pro-

duced by an individual or collaboratively by a

group. Documents are the primary means of asyn-

chronous information exchange, conveying and

communicating knowledge. This form of knowl-

edge communication can be supported by making
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explicit the concepts and concept relations in doc-

uments.

� Community languages evolve through interaction.

The vocabulary problem, the problem associated

with people using di�erent terms for the same

concept has been addressed in HCI [FLGD87]. A

community can be characterised by the language

they use. Such a language consists of terms whose

meanings are agreed upon by the community, and

the concepts to which they refer. These languages

may be interactively and collaboratively speci�ed

by the members of the community, or may be

implicitly de�ned by their usage. Concepts ex-

pressed by such a language are grounded in docu-

ments produced or accepted in a community. Fur-

thermore, community languages evolve through

acquisition of new information and interactions

among the members. Facilitating the inspection

of term usage can enhance this process and con-

cepts are grounded in documents.

� Collections of documents form emergent body of

knowledge. While a collection of documents can

be treated as the product of a collaborative ef-

fort by a group to document acquired and gener-

ated knowledge, analysing the relations between

documents provides an implicit, emergent body of

knowledge. That is, by making explicit the knowl-

edge contained in documents, group members are

made aware of the body of knowledge that exists,

together with its relation among each other. In

other words, \meta" knowledge is engendered by

this process, which can be seen as an emergent

property of the collection of documents.

We �rst describe the Concept Index, claim its ben-

e�ts, and proceed to discuss the importance of its in-

teractive and collaborative aspect.

2 Concept Index

The motivation for devising a Concept Index is to

capture relations between documents as relations be-

tween the concepts described, referred to or discussed

in these documents. This is intended to capture the

knowledge \stored" in these documents, and more im-

portantly, it has the potential to support the emer-

gence of new knowledge by identifying concept rela-

tions, making these explicit and enabling users to in-

spect and edit these concept relations.

A Concept Index is generated in three steps, or lev-

els: lexical, semantic and pragmatic levels. These lev-

els progressively provide richer concept models as well

as increased user involvement in the management of

the Concept Index. It is important to note that users

can use and edit Concept Indexes at any level: indeed

the generation of a Concept Index itself is a collabo-

rative task.

2.1 Lexical level: generation of index and

cross-references

In this �rst step, words and phrases that describe the

important concepts introduced in the document are

identi�ed, extracted, and indexed with cross-references

for given collection of documents speci�ed by the user.

Since an index is constructed for such a collection of

documents, we refer to the documents in the collection

as registered documents for that index. The author or

the reader of a document, by the use of keyword tags,

speci�es occurrences of words in the document that

are to be included in the index (vocabulary). This can

be performed by highlighting those words in the docu-

ment, analogous to underlining or using highlighter to

mark printed documents. This is an active behaviour

on the side of the author, the information provider,

and the reader, the information recommender, with

the intention of providing a set of concepts which is to

be included in his or her contribution to the shared in-

formation base. A keyword tag, despite its name, can

be assigned to a word, a phrase (a sequence of words),

or a URL. Hereafter in this paper the term keyword

is used with this feature in mind, which means it may

consist of any number of words. At this stage, we

say that keywords are exported from documents to an

index, producing a lexical index for the registered doc-

uments.

The set of index entries is the union of the sets of

keywords exported from all the registered documents.

The registered documents are cross-referenced and this

is re
ected as tags in every document. This means

that it is possible that the words and phrases that

you as a member did not originally mark as keywords

are tagged, as a result of cross-referencing based on

the lexical index that includes exported keywords from

other members of the group for the same document,

and those from other registered documents. We refer

to the type of keywords that are introduced in this way

as of the type imported. Therefore, when you read the

same document the next time, you will see the key-

words you highlighted together with those marked as

important by other members of the group. Since these

imported keywords may have been introduced from

other registered documents via the index, by follow-

ing these tags, readers can jump from one document

to another, or view several documents side by side re-

garding the parts of those documents that refers to a

particular word. This would provide support for reuse

of documents, consistent use of terms, identifying rela-

tions between documents, and automatic enhancement
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of a product document.

Although it is encouraged to identify keywords and

people would often do so when compelled (for instance,

specifying keywords for submission of papers for pub-

lication and generating indexes for a document using

a word processor), this is not always essential; even

when authors or readers do not, for one reason or

other, specify keywords themselves, if necessary, we

would be able to use term extraction techniques to

assist this process [FH96, Gre98]. However, the signif-

icance of user-speci�ed keywords is discussed later in

the paper. The use of an index is not only useful for

users to navigate through the space of registered docu-

ments, but also extends to the examination of external

documents. Given any document, we would be able to

identify and import keywords de�ned in a selected in-

dex that appear in that document. For example, if we

come across a new Web page, we might be able to see

how important that page is according to the view rep-

resented in the chosen index. In this manner, such an

index provides a new tool to document exploration.

2.2 Semantic level: enhancement by word re-

lations

Since each keyword would have synonyms, the proce-

dure above can be extended to include synonyms for

an indexed keyword. For example, if doctor and GP

both appear in the lexical index, these words should

be cross-referenced between documents since they are

synonyms. Moreover, if a user introduces another syn-

onym physician into the index, a document containing

this word can be searched and cross-referenced. The

vocabulary is therefore �rst extended by synonyms of

the keywords at this level.

The introduction of synonyms is not only useful to

enrich the vocabulary; it can also help distinguish be-

tween di�erent meanings of words. For example, for

the same word particle, there could be two synsets

fparticle, moleculeg and fparticle, function wordg,

which represent di�erent concepts.

At the same time, to capture more of the concep-

tual modelling aspect of a Concept Index, in addi-

tion to synonyms, hierarchical relations between con-

cepts, both in terms of inheritance (super/subclasses)

and mereological relations (part-of/has-part), can be

exploited to provide more enriched relations between

documents. Here the vocabulary is extended to include

the concepts in hierarchical and compositional rela-

tions, and again these are used for cross-referencing.

Information concerning synonyms and word rela-

tions can be obtained automatically using a tool such

as WordNet [MBF

+

90], but users should also be able

to suggest these relations as well. It is the users' deci-

sion to import or not to import the results from these

tools.

Through treatment of synonyms and conceptual re-

lations, the index is enhanced onto the semantic level.

To reiterate the collaborative aspect of the evolution

of Concept Indexes, users are expected to inspect the

generated index at any stage. Therefore, automatic

disambiguation of polysemy (words that belongs to

several concepts) and treatment of synonymy (con-

cepts described by several words) is not considered,

since these should be identi�ed interactively by users.

2.3 Pragmatic level: enhancement by concept

relations

We can further enhance a Concept Index by identify-

ing related concepts. This can be performed by a user

who speci�es that two or more concepts are related,

or mechanically by identifying co-occurring words in a

document, by applying, for instance, text mining tech-

niques [FD95, IBM98]. Text mining is an application

of data mining to texts. It is based on statistical meth-

ods and is capable of identifying words that co-occur

frequently in a given collection of texts. Text mining

can identify concepts that are co-related, i.e., those

which may not be related in the sense of conceptual

relations, but are related in a speci�c context, thereby

generating contextually related concepts. Again, it is

the users' decision to use this type of tool.

While it is debatable whether such statistical rela-

tions bear signi�cance in terms of conceptual relations

in a pure sense, it de�nitely cannot be dismissed as

irrelevant. For example, as the result of text mining

on a collection of documents on world trade analysis, a

strong co-occurrence between \Korea" and \electronic

goods" is found. Korea and electronic goods have no

conceptual relation that can be found by WordNet.

However, anyone who inspects the result within the

context of world trade would immediately relate these;

there de�nitely is a conceptual relation. In fact, this

kind of relations is also captured by AI knowledge rep-

resentation schemes such as semantic nets and concep-

tual graphs, and have been developed further by recent

e�orts in building ontologies [Gru93]. From that point

of view, inputs from ontology databases such as On-

tosaurus [Ont98] can be exploited, but this is beyond

the scope of Concept Index at this stage.

What is identi�ed as relations between concepts at

this pragmatic level is rather arbitrary. Moreover,

these relations, those speci�ed by the user and those

identi�ed by text mining alike, are represented as a bag

relation \related" in the concept description. How-

ever, we believe that such arbitrary relations are often

su�cient for identifying related documents, and this

increases the expressiveness of Concept Index.

K. Nakata, A. Voss, M. Juhnke, Th. Kreifelts 20-3



Document 2

dentist

Concept Index A

Sub:
Related:

Sub:

Document 1

Super:

Concept {dentist}

Related:

Concept {GP}

Super:

Sub:

Related:

Super:

Super:

GP

dentist

Concept {medical practitioner}

medical

practitioner

Concept {doctor}

GP

Related:

Sub:

doctor

Document 1

Document 2

dentist

Concept Index A

Sub:
Related:

Sub:

Super:

Related:

practitioner

Concept {GP}

Related:
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Document 1

Document 2

dentist

Sub:

dentist

Concept {dentist}
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practitioner
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GP
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Super: {medical practitioner}

(c)
Concept Index A

Sub:
Related:

Sub:

Super:

Related:

Super: {medical practitioner}

Super: {medical practitioner}

Sub: {{doctor, GP},{dentist}}

Concept {doctor, GP}

Concept {dentist}

Concept {medical practitioner}

Document 1

Document 2

dentist

Related:

(a)

(b) (d)

Figure 1: Registered documents and a Concept Index. First, all the marked keywords are inserted into the

Concept Index as new concepts (\exported") (a). Then the occurrences of the concepts in other documents are

identi�ed (\imported") (b). In (c), synonyms doctor and GP are merged into one concept, and relations are

speci�ed. A relation to a new concept can be inserted, which in turn is imported into documents (d).

2.4 Collaborative editing of the Concept In-

dex

It is an important requirement of a representation of

community knowledge that group members would be

able to edit the index and remove/add words at each

level. To cater for this requirement, one of the ex-

ternal representations of Concept Indexes should be

in the form of a document, which is controlled under

a collaborative work environment. Since a Concept

Index is essentially a semantic net [Qui68], it can be

represented in terms of nodes (concepts) and arcs (con-

nections between concepts) as in the example above.

However, it can also be seen as a relational database

which stores links between concepts and documents.

In this view, we can have two ways of interacting with

the Concept Index. One is direct interaction, in which

users would view and edit the index itself as a docu-

ment via an editor that acts as a front-end to the index

database. The other is by storing and updating docu-

ments that contain keywords marked by the user, i.e.,

users would indirectly interact with the index. Here

we �rst look at the latter form of interaction.

In this form of interaction, Concept Indexes act as a

mediator between documents. This means there is no

direct, hard-coded reference from a keyword in a doc-

ument to that in another document, but only through

a lookup procedure on a Concept Index, with the ex-

ception of explicit hyperlinks from one document to

the other. For events concerning storing and viewing

of documents the cross-referencing operations are in-

voked as follows:

1. Register a document with a Concept Index. This

can be done implicitly by placing the document in

a speci�c folder for which the index is maintained,

or explicitly by registering it with a certain index.

2. Storing a new document. The �rst step is the

extraction of user-identi�ed keywords. If the key-

word already exists in the Concept Index as an
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entry of a concept, a link is generated between

the occurrence of the keyword in the document

and the concept. Otherwise, a new concept is

generated and its occurrences in other registered

documents are identi�ed. These operations are re-

ferred to as \exporting" keywords. Then the doc-

ument is scanned to �nd keywords of the concepts

that are stored in the Concept Index. If there is

any, the occurrence of keyword in the document is

added to the concept. This operation is referred

to as \importing" keywords.

3. Viewing a document. Actual cross-references are

inserted to the document to enable document

space navigation (see item 5 below). If the doc-

ument has not been indexed before (e.g., a doc-

ument before registration, viewing external docu-

ments), then keywords need to be imported.

4. Update/save document. The reference links be-

tween the Concept Index and the document are

updated. This may include deletion of a docu-

ment from the list of registered documents (de-

registration, i.e., removal of links to the docu-

ment).

5. Document space navigation. The registered doc-

uments can be inspected by traversing links, i.e.,

following relevant tags via the Concept Index.

In this scenario, the Concept Index serves as the

database for links between keyword occurrences in

documents.

To illustrate how Concept Indexes are generated,

consider the following simple example involving just

two documents and a few concepts in conjunction

with Figure 1 (part-whole relation entries are omit-

ted for simplicity). Documents 1 and 2 are registered

with Concept Index A. Document 1 contains keywords

marked by the user, doctor, dentist and medical practi-

tioner, and Document 2 contains GP. These are all in-

troduced, or \exported", into Concept Index A as indi-

vidual concepts, creating concepts fdoctorg, fdentistg,

fmedical practitionerg and fGPg (Figure 1(a)). The

documents are then scanned for cross-references. The

word dentist is found in Document 2, so the concept

fdentistg is linked, or \imported", to this occurrence

(Figure 1(b)). These operations are at the lexical level.

In Figure 1(c), the concepts fdoctorg and fGPg are

identi�ed as synonyms, by the user or by a thesaurus,

and these two concepts are merged into a single con-

cept fdoctor, GPg. In addition, a user or a thesaurus

identify fmedical practitionerg as a super-concept of

the concepts fdoctor, GPg and fdentistg, and these

relations are updated in the index. These are seman-

tic level operations.

At the pragmatic level, as the result of a text min-

ing process, phrases dentist and private health insur-

ance are identi�ed as having a strong co-occurrence

(or a user has claimed that these are strongly related).

A new concept fprivate health insuranceg is created,

which has a \related" link to the concept fdentistg

(Figure 1(d)).

2.5 Bene�ts of the Concept Index

The following lists the bene�ts of the Concept Index

primarily in the context of collaborative work.

� \On-the-
y" concept identi�cation. The collab-

orative construction and evolution of a shared

Concept Index requires minimal e�ort. A Con-

cept Index can be developed in a distributive way

by both authors and readers tagging important

phrases in documents. To ameliorate cold start

or support enhancement of one's own vocabulary,

it can potentially be initialised or enriched by

other sources, such as a thesaurus, shared ontol-

ogy, classi�cation scheme, and existing Concept

Indexes. This procedure, together with text min-

ing tools and concept enhancement features pro-

vide a rapid identi�cation of concepts in docu-

ments.

� \Concept spotting". Since existing concepts are

\tagged" in the documents upon browsing and

indicated by di�erent colours and their cross-

references are generated, readers are provided

with visual cues concerning keywords that are

likely to re
ect relevant issues. Furthermore, in

a Concept Index, concepts are described by a set

of synonymous phrases, and the existence of any

of these phrases are detected and suggested as an

occurrence of the concept. Thus, viewing a doc-

ument with a Concept Index detects occurrences

of concepts, rather than phrases.

� Concept-based infrastructure for document space

navigation. Since cross-references between doc-

uments based on related concepts are automati-

cally generated and maintained by the Concept

Index via hyperlinks, it will be simple to navigate

through the registered documents, and the users

are freed from the overhead of manually creating

links. Alternatively, users can navigate through

the concept structure and explore the document

space from concepts.

� Live cross-reference links. All references are auto-

matically kept up-to-date, and links are generated

upon the inspection of documents. This means

that the links are newer than documents them-

selves.
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� Presentation of documents from di�erent perspec-

tives. A Concept Index can be viewed to embody

a shared language of a community of users, and

it can be used to explore the important concepts

in the community. Using di�erent Concept In-

dexes can o�er di�erent viewpoints in inspecting

the same document.

� Standardisation of term usage. Since the mainte-

nance of a group-oriented Concept Index would

involve discussions among group members over

(dis)agreements concerning the usage of a term

for a concept, it would contribute to standardis-

ing the term usage within a group. A similar e�ect

could be obtained by navigating the document us-

ing concepts, since users would be made aware

what terms are commonly used by other docu-

ments to describe the same concept. This is in line

with the approach taken by WebOnto [Dom98] in

building ontologies.

We have described the potential bene�ts of the Con-

cept Index. One of the main features of the Concept

Index is that most of the processes in its generation

and maintenance involves user interaction. In the next

section we discuss the signi�cance of this user involve-

ment.

3 User-oriented concept extraction

There have been serious e�orts in the area of natural

language processing to automatically extract concepts

in documents by means of linguistic methods based

on language parsing. However, despite these e�orts

this approach still lack robustness and more impor-

tantly has serious performance problem. Commercial

systems such as Agentware [Aut98] have hence opted

for statistical approaches. Automatic concept extrac-

tion, if successful, provides an easy way of generating

indexes.

The overhead of concept extraction by the user, who

essentially identi�es keywords themselves, is perhaps

a laborious (to the user) aspect of the Concept Index

approach. At �rst glance, this seems to be a case of

abandoning automation due to the complexity of the

task and limitations in automated tools, and simply re-

verting back to mundane human labour. However, we

argue that there are bene�ts, rather than drawbacks,

to this approach.

3.1 Speci�cation of central concepts from au-

thor and readers' points of view

First of all, the speci�cation of keywords by the au-

thor and the readers constitutes an intentional act of

communicating to other potential readers what they

�nd as important in the document. This is akin to an

author specifying keywords that suitably describe the

concepts central to the document, or using emphatic

fonts such as italic or bold face for signi�cant words

and phrases to provide visual cues to the reader. Such

an overhead is not exceeding for an author who has a

vested interest in making his or her composition more

readily accessible to readers with speci�c interest in

the topic, as seen in conference and journal paper sub-

missions and in the insertion of meta-information into

HTML headers. At the same time, the highlighting of

text corresponds to the action of a reader who would

use highlight markers to mark words that he or she

regards as important or interesting to be noted for fu-

ture reference (see Section 3.3) or to draw attention of

others who would read it later.

Automatic concept extraction is useful when there

is no intention on the author and reader's side to com-

municate information to a speci�c audience or a tar-

geted group of people. It would use statistical means

to process the documents and extract concepts mainly

based on noun phrase extraction, and �nd correlations

among them. However, we argue that in a collabora-

tive situation, such a passive participation in collabo-

ration merely hampers e�cient information exchange.

3.2 Index size optimisation

Another aspect of user speci�cation of concepts is that

identi�ed concepts would re
ect the interests of the

group to which the user belongs. The active role the

users play in identifying important concepts provide

exactly this feature. At the same time, this optimises

the size of the index to the necessary minimum, and

avoids it being cluttered with irrelevant concepts.

Clearly, automatic concept extraction is e�ective

and the Concept Index can be enhanced by the re-

sults it can produce. Furthermore, even without user

intervention, automatic concept extraction can also

�lter out concepts that are not relevant to the user

group [CMNS96] However, the way to do so is to use

a pro�le such as a group thesaurus or a term list to

remove concepts that do not appear in them. This has

the same result as when the Concept Index is used, but

there is an additional overhead of constructing user or

group pro�les. The approach taken in the Concept In-

dex e�ectively combines these two processes into one,

by reversing the process, i.e., instead of �ltering the

machine generated results, it enhances the user speci-

�cation of concepts by an automatic tool.

3.3 Collective memory

The highlighting of parts of text constitutes another

conscious action by the user. People often highlight

or underline words so that they can easily spot the
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Figure 2: The prototype Concept Index interface. Each concept entry can be viewed and edited through the

index browser interface (left). A document viewed using the index (centre) displays exported concepts (red in

colour display) and imported concepts (green), each followed by an icon indicating that the phrase appears in

the index. When the icon is clicked, links to the concept entry and the occurrences of the concept in other places

among registered documents appears in the link window (right).

components which they found interesting at a later

point in time. Since the Concept Index retains all the

words and phrases that are marked by keyword tags,

this information is never lost until someone makes a

conscious decision to delete it. Furthermore, a user

can annotate the entry in the Concept Index.

This kind of feature already exists in commercial

word processors and in Web page annotation [DB98,

Cha98]. Annotation of a portion of a text can be seen

as an e�ective means of communication, by pinpoint-

ing to the location of discussion in the text. It can

also be, more interestingly, a rather casual act by the

reader to note what is so interesting about it, so that

he or she can come back to it later. This action, re-

peated by other members in the same group, generate

what can be called as \collective memory". That is,

a piece of memory gathered and combined by a group

of people. To ful�l its role as memory, users should be

able to inspect it, use it to �nd out whether it is worth

remembering it, etc., making it more \personal" to the

group.

Obviously, automatic concept extraction is not in-

tended for this kind of task, and it is not constructive

to overstate this feature. However, the point here is

that in the Concept Index, there is no distinction be-

tween concept extraction and annotation. These are

treated the same which makes it more dynamic and

speci�c to the group. The expressiveness of loosely

structured relations of information items can be seen

in work by [MKA

+

97, NHM97].

4 Prototype

Currently, we are developing a prototype system that

constructs and maintains Concept Indexes. In this im-

plementation, Concept Indexes are implemented as re-

lational database, which stores concept entries with

synsets, links to super/sub concepts, links for part-

whole relations and other relations, and links to the
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keywords in the documents. All the documents are

treated as HTML documents and keywords can be

tagged using a speci�c colour or introducing a new

tag. When keywords are exported, they are �rst

\normalised", i.e., converted into singular nouns and

stripped of any verb in
ections (for every word if the

keyword consists of several words; stopwords are also

removed) and stored into the database. If the keyword

to be exported already exists in the index, only the ref-

erence to the concept in the index is created; otherwise,

a new concept is created together with the reference.

When documents are scanned to identify keywords

that should be imported, each word is stemmed to

improve matching with entries in the database (again,

stopwords are ignored). If the document contains key-

words stored in the index, then tags are inserted and

the reference to the concept is created. Figure 2 shows

the screendumps from the prototype system interface.

Note that the process above is purely mechanical.

This means, for instance, when an exported keyword

is assigned to more than one concept due to polysemy,

all possible references are created which might contain

inappropriate references. A similar process occurs in

importing keywords. For this reason, the index itself

needs to be inspected by the user for maintenance.

5 Issues and future prospects

5.1 Issues

From the experience of using the prototype system,

we address three issues which need to be resolved in

the further development of the system. These are the

problem with the performance of the system, neces-

sity of further linguistic processing, and the way the

indexes are managed.

� Performance. The operations involved in con-

structing and maintaining the Concept Index is

inherently complex, since the process of importing

(i.e., identifying concepts in the Concept Index

appearing the text) requires thorough text pro-

cessing and database lookup. Therefore, the com-

plexity is increased by the number of documents

in the collection multiplied by that of concepts

in the index. Furthermore, this operation is re-

peated every time the Concept Index is updated.

However, since the performance is paramount to

this type of system, this is a serious limitation that

would hamper any attempt to scale up, and ef-

forts are being made to improve the performance.

One non-algorithmic solution is to use agents as

background processes to constantly monitor the

changes in the Concept Index [VGH

+

98].

� Further linguistic processing. In the current im-

plementation, keywords (including phrases) are

spotted in the text by matching phrases in the

synset. For example, if doctor and GP are treated

as describing the same concept forming a synset,

then every occurrence of doctor and GP is cross-

referenced. Since the stemmed form of the word

is used for matching, modi�cation would match

modi�er. Also, when matching phrases, they

are matched within a reasonable proximity, so

the phrase in the Concept Index open architec-

ture would match with architecture with robust-

ness and openness in the text. However, when the

phrases become more complex, there could be a

need for further linguistic processing and concept

extraction. For example, the phrase e�cient im-

plementation should perhaps match with fast pro-

gram, since fast and e�cient can be seen as syn-

onyms and so are implementation and program.

However, this will involve breaking down every

phrase into single-word concepts and the higher

possibility of matching both increases the com-

plexity of the Concept Index and the computa-

tion involved. In addition, there is no guarantee

that such an operation would result in reasonable

matches and there is a danger of proliferation of

unsuitable matches between phrases.

� Distributed versus central index management.

While the assumption is that a group would main-

tain its own Concept Index, there are two ways of

storing it. One is to have a central index, which

has the advantage in the ease of maintaining con-

sistency of data but has the disadvantage of being

possibly too large, both for inspection and perfor-

mance. The other is to have small, even personal,

indexes which can be merged into one large index

whenever necessary. This would have the pros

and cons opposite to the �rst approach. This is-

sue also requires experimentation and is not easily

resolved. However, it is clear that we should be

able to merge indexes and inspect or use indexes

through a �lter such as contributors and subsets

of registered documents.

� Towards ontologies? One of the motivations for

the current design of Concept Index was to reduce

the overhead of generating a prescribed knowledge

base. Unless there is an overwhelming bene�t that

justi�es the e�ort of constructing an ontology, it is

unlikely that any common user would contribute

to that activity. While e�orts are made to alle-

viate the e�ort of describing an ontology, such as

in Ontobroker [FER98] and WebOnto [Dom98],

it is a task that requires some determination.

Concept Indexes are not intended to build on-

tologies, although we would bene�t from import-

ing results from existing ones. Concept Indexes
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aim to support speci�cations of less rigorous re-

lations, or associations, which might be more in-

tuitive to contributors and lead to more interest-

ing links via associations (such an observation is

made in [NHM97]). However, once constructed,

ontologies are powerful sources of knowledge. It

is worth considering whether the Concept Index

approach can contribute to the process of ontol-

ogy construction.

The issues described above cannot be immediately re-

solved and require further experimentation and feed-

back from the user community.

5.2 Future prospects

We plan to increase the functionality of the system

to enhance its capability, and the following are two of

such extensions that are being considered.

� Marking and matching a larger portion of text. So

far we have been dealing with words and phrases,

but in theory there is no limit to the number of

words in the phrase. This means in some situa-

tion, users might wish to mark sentences or even

paragraphs. In fact, we have seen cases where

readers highlight the complete paragraph, anno-

tating it with comments. Clearly there is a func-

tional di�erence between a phrase and a sentence

or paragraph, and while a phrase is likely to de-

scribe a concept, a sentence or paragraph would

describe more than one concept and possibly even

their relations. One solution is to instruct the user

to limit the marking to a sequence of words de-

scribing only one concept. However, this increases

the cognitive load on the user, and two users may

not agree on what constitutes a concept. To fur-

ther complicate the issue, if we were to o�er the

functionality such as importing concepts for a sen-

tence or paragraph, then this should be matched

with a corresponding portion of text in other doc-

uments.

� Indexing images. In the area of image processing,

attempts have been made in the indexing of im-

ages (for example [SC96]). However, as in the case

of automatic concept extraction, they are mostly

research systems and lack generality and robust-

ness [Eak96]. However, if images can be tagged by

words that describe them, then it can also be in-

dexed by the Concept Index. This o�ers extension

from text only documents to those incorporating

images as their essential component. A promising

approach is to take the same stance as in user-

oriented concept extraction and expect users to

\mark" the important images and label them with

words. Such an approach is taken by [CIDT97].

It is worth reiterating that tools of this kind are only

meaningful if they are extensively used by a commu-

nity of users. One of the top items in our agenda is to

perform experiments in real-life situations to test the

feasibility of this approach and identify users' needs.

Any extension of functionality naturally takes this re-

quirement into consideration.

6 Conclusion

The Concept Index is intended to support the process

of collaborative concept extraction and management.

Concepts are extracted by means of highlighting words

and phrases in a document as keywords that represents

important concepts described in the document. This

conscious act of concept identi�cation is performed by

any member of the group that shares the same inter-

ests and it can be seen as an implicit mode of com-

munication since the extracted concepts are indexed,

cross-referenced in related documents and used to nav-

igate the document space. Furthermore, a Concept In-

dex can be edited by the members of the group, and

this leads to collaborative development of \community

language" which is essential in e�cient groupwork.

We have argued that this collaborative process of

both concept extraction and management has a num-

ber of advantages over fully automatic concept extrac-

tion. The main argument is that the conscious e�ort of

identifying keywords enhances collaborative work and

optimises such an index to a necessary minimal. We

have developed a prototype system, and we intend to

carry out further experiments to test the feasibility of

this approach and re�ne user requirements.
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