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Preface 
 

The EC-TEL Doctoral Consortium is part of the EC-TEL since its beginning in 2005. The Doctoral 
Consortium is part of the doctoral program of the European Association of Technology Enhanced Learning 
(EATEL). Besides the Doctoral Consortium this program comprises the JTEL Summer School for doctoral 
candidates. Together, these two events have been shaping and enriching the experiences of many young 
researchers in their PhD journey and building a community that focuses on and solves the transdisciplinary 
challenges of our field. 

This volume contains papers presented at Doctoral Consortium of the Sixteenth European Conference on 
Technology Enhanced Learning (EC-TEL 2021) held on September 20–21, 2021 in Bolzano, Italy, as a fully 
online event. There were 20 applications, of which 15 resulted in full paper submissions. Each of the 15 
papers have been reviewed by three doctoral consortium committee members. All 15 submissions were found 
eligible for presentation at the doctoral consortium. The papers in this volume completed the full reflection 
cycle that is characteristic for the EC-TEL Doctoral Consortium. 

The EC-TEL Doctoral Consortium is designed as a training event for PhD candidates that seeks to improve 
the quality of their research. This starts with expressing the own research project and with identifying the 
limitations and challenges of the present stage. These initial submissions were reviewed by the program 
committee of senior members of the community. In order to strengthen the learning experience, every 
doctoral candidate who participated in the event had to review one other submission and raise questions. 
Together the reviews provide the foundation for the presentations at the Doctoral Consortium, which were 
then discussed and challenged by the board of experts. Besides paper presentation, the doctoral consortium 
included a keynote, a social interaction session, mentoring session, and short workshops. After the Doctoral 
Consortium all participants had the opportunity to present their work as a poster at the main conference, 
which creates a unique opportunity to engage into discussions with the wider research community. All papers 
included into these proceedings have been reworked to address the comments of the reviewers and the 
participants of the event. 

The submissions to this year's doctoral consortium show the continued relevance for PhD candidates to get 
qualitative feedback on their projects beyond the level of research papers. Receiving submissions from seven 
countries across Europe, the EC-TEL Doctoral Consortium shows its international relevance. The variety of 
topics with both technological and educational focus represented at the doctoral consortium once again 
highlight the highly multidisciplinary nature of the TEL field. This is complemented by EATEL's activities 
for building the doctoral community including the series of webinars organized by the DETEL EU project. 

31 December 2021 
Mikhail Fominykh 
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Abstract  
The rapidly increasing role of technology in education has resulted in large amounts of data 
being collected about student learning and behavior, and as a result, has given rise to the field 
of Learning Analytics. Although much research in this field has focused on offering insights to 
educators, researchers have suggested learning analytics may be most effectively employed 
when they focus on insights which can be offered directly to students. Furthermore, researchers 
have called for more focus on research driven by educational theory and given the highly self-
directed nature of higher education in general, and online learning environments specifically, 
self-regulated learning can be highlighted as an important theoretical framework to consider in 
future studies. Self-regulated learning (SRL) can be viewed as a cyclical process in which goal 
setting and monitoring play an integral role in driving behavior, and prior research has shown 
that SRL skills are positively related to academic performance. However, prior research on how 
learning analytics can support goal setting to enhance SRL is extremely scarce. The aim of this 
project is to explore the question of how learning analytics can support the goal setting process 
in online learning environments to improve SRL and performance? In this project several 
studies have been designed to (a) examine the effectiveness of a learning analytics supported 
goal setting and monitoring tool to improve academic performance, (b) consider the influence 
of individual student characteristics on the effectiveness of this learning analytics tool (c) 
consider whether personalizing learning analytics tools to support goal setting can increase the 
efficacy of the tools. Overall, the aim is to be able to offer guidelines for how learning analytics 
tools can be designed and personalized to increase the effectiveness of goal setting interventions 
to optimize SRL and performance in online learning environments. 
 
Keywords  1 
Goal setting, self-regulated learning, learning analytics, technology enhanced learning, 
personalized interventions 
 
 

1. Introduction 

The past few decades have seen some major 
changes within the field of higher education, 
and a fast-paced move towards digitalization 
has changed the way a lot of education is 
carried out. This shift has brought about 
changes on two fronts; firstly, technology 
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enhanced learning (TEL) has become 
increasingly commonplace in traditional face-
to-face education, and Information 
Communication Technology (ICT) is now a 
standard addition to the day-to-day learning 
activities of the average higher education 
student [1]. Secondly, there has been a rise in 
new forms of education, which are either 
partially online, called blended learning, or 
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fully online, like distance learning or massive 
open online courses (MOOCs). While these 
kinds of education have been on the rise for 
several decades, the past few years have seen 
them become more widely available and 
accessible to a larger audience. This shift has 
offered the opportunity to expand and grow 
both research and educational practice in many 
novel directions. However, this shift to partially 
or fully digital learning environments has also 
brought about some unique difficulties. It has 
become clear that the skills needed to thrive in 
these digital learning environments are not 
always the same as those needed in traditional 
face-to-face classrooms [2], [3]. This has been 
highlighted during the COVID-19 pandemic, 
where the sudden and widespread shift to 
digital education saw a lot of students 
struggling to effectively manage their own 
learning [4]. This struggle has highlighted the 
fact that some of the most important skills 
needed to thrive in TEL environments are self-
regulated learning (SRL) skills. According to 
researchers, throughout their years in higher 
education “students are on a journey to become 
self-managing and self-directed learners.” [5, p. 
130]. While they may be important in any 
higher education program, SRL skills are even 
more important in TEL environments, which 
often involve high learner autonomy, less 
teacher oversight, and a non-linear program 
structure [6]. SRL is described as a process in 
which students are metacognitively and 
behaviorally active in their own learning 
process, and implement self-monitoring, 
learning, and reflection strategies to strive 
towards goal attainment [7]. As higher 
education continues its current trend towards 
digitalization, supporting students in their 
development of SRL skills is likely to become 
even more critical to ensure their success.  

Understanding how to support learners SRL 
is a topic which has garnered much attention 
from researchers over the years [8]–[10]. 
Previous research has shown that high SRL 
skills are a predictor of effective learning 
processes, and better academic performance 
[11]. Furthermore, research has shown that 
many students lack effective SRL skills, and 
struggle to implement SRL strategies within 
their daily learning processes [12]. However, 
effectively supporting SRL, especially within 
online learning environments, has been shown 
to be a complex task [6], [13], [14]. Previous 
studies have demonstrated that student 

engagement with SRL support tools is often 
low [15], [16], and those students who are most 
in need of support are often the ones least likely 
to seek it out and make use of it [17], [18]. 
Furthermore, tools which are developed to 
support SRL differ widely in their approach and 
content, and as such, they are not all equally 
effective. Some SRL support tools are 
significantly more likely to result in behavioral 
change and have positive effects on academic 
outcomes than others [19]. Moreover, not all 
students interact with SRL support tools in the 
same manner, and what is effective for one 
group of students might not be as effective for 
other groups [20], [21]. Thus, it is important to 
fully explore how to effectively design and 
implement SRL support tools within TEL 
environments, as well as how to tailor them to 
the needs of individual students and increase 
the likelihood of students engaging with them.  

1.1. Self-regulated learning and 
goal setting 

SRL is a broad framework which describes 
several motivational, cognitive, and behavioral 
processes which contribute to an autonomous 
learning process [7]. These processes have been 
extensively studied, and as a result, there are 
many different models which have been 
proposed to describe them (for a review see 
[22]). The most commonly used model of SRL 
is that by Zimmerman [23]. Zimmerman 
described SRL as the process of transforming 
mental and physical abilities into task-related 
skills [7]. Zimmerman’s model describes the 
process as cyclical, with three separate stages: 
1) the forethought stage, 2) the performance 
stage, 3) and the self-reflection stage. Students 
start in the forethought stage by setting goals 
and creating plans to achieve them. In the 
performance stage they use regulatory 
strategies to guide their study activities and 
monitor their progress towards their goals. And 
finally in the self-reflection stage they reflect on 
their performance, and how well they have 
achieved their goals and adjust their plans for 
future learning accordingly. While it is 
important to support students throughout the 
whole SRL process, the first stage, goal setting, 
is especially critical as it drives the rest of the 
cycle and forms the basis for motivated 
behavioral change [24]. A goal is defined as 
“something an individual is trying to 



accomplish” [25, p. 126] and goal setting is the 
act of consciously deciding upon goals to strive 
for. Without effective goal setting, students are 
not able to effectively carry out the second and 
third phases of the SRL cycle. This highlights 
the importance of understanding the underlying 
processes of the SRL cycle in order to support 
it.  Self-determination theory (SDT) describes 
the elements which drive motivated behavior 
[26]. According to SDT the three crucial 
elements for motivation are autonomy, 
competence, and relatedness [26]. The 
importance of allowing students autonomy 
within education has been demonstrated [27], 
and the importance of autonomy within SRL 
has also been established [28]. Prior studies 
show that while TEL tools may try offer 
students autonomy in how they use them, the 
decisions students make may not always be the 
most effective for learning or performance [14]. 
It therefore becomes clear that in order to 
design an effective goal setting intervention, the 
goal setting process should be guided 
sufficiently for students to set effective goals, 
while still allowing students to feel autonomous 
and motivated in the process.  

Goal setting as a means of improving 
performance has been studied for many 
decades, starting with Edwin Locke who 
developed the Goal Setting Theory [29]. 
Locke’s original theory focused on how goal 
specificity and goal difficulty moderated the 
relationship between goal setting and task 
performance [29]. Goal setting has remained a 
popular research topic, and research over the 
years has suggested many other goal 
characteristics which may affect effective goal 
setting. However, despite a broad base of 
literature on the topic, there is very little 
consensus on what the characteristics of an 
effective goal setting tool are. Prior research 
does show that there is a delicate balance that 
needs to be struck between guiding students to 
set effective goals and giving them autonomy to 
create their own goals. Studies show that 
students are generally ineffective goal setters 
when allowed to set their own goals [30], [31]. 
However, merely having a goal in mind is not 
enough, the kinds of goals which are set as well 
as the act of creating plans to achieve them are 
also important [32], and therefore providing 
guidance is crucial.  

Furthermore, although some studies in 
recent years have started to carry out goal 
setting activities in online learning 

environments, there has been very little 
research on the potential to enhance and support 
these tools when they are delivered digitally. To 
support the process of SRL in TEL 
environments, tools can focus on helping 
students set effective and meaningful goals, and 
then offer additional support to guide them 
through the remainder of the SRL cycle.  
However, SRL interventions can be resource 
heavy, especially given the fact that they are 
often most effective when they can be adjusted 
to the needs of individual students. TEL 
environments can offer personalized and 
adaptive interventions by making use of data 
collected about student performance and 
behavior, which is known as learning analytics. 
Therefore, offering support tools in TEL 
environments have a unique advantage in using 
learning analytics over traditional face-to-face 
classrooms.  

1.2. Learning analytics  

Learning analytics is still a new area of 
study, which arose as TEL became more 
common in day-to-day educational settings. 
The definition of learning analytics still differs 
across the literature, but The Society for 
Learning Analytics Research defines it as “the 
measurement, collection, analysis and reporting 
of data about learners and their contexts, for 
purposes of understanding and optimizing 
learning and the environments” [33]. This 
definition covers a broad range of data and 
analysis opportunities which have arisen within 
education. Learning analytics relies on data 
which is generated when students interact with 
digital learning environments, and this is called 
trace data [34]. Trace data are interpreted as 
observable indicators of students’ underlying 
learning processes [35]. Thus, the aim of 
learning analytics studies is often to draw 
conclusions about learning processes based on 
how students behave in online learning 
environments. While researchers have 
previously theorized that learning analytics 
offer a powerful and efficient means of 
supporting SRL [36]–[38], few studies have 
implemented learning analytics as a means of 
enhancing and personalizing goal setting tools 
[9].  Furthermore, while prior research has 
shown that student engagement in online 
learning environments can be a challenge, 
learning analytics and technology in general 



offer means of combating this problem. SRL 
tools in online environments can combat low 
engagement by offering personalized 
experiences using learning analytics data. 
Personalization in education, and within the 
field of TEL tools is a popular topic, but it’s 
important to understand in what ways 
personalizing tools using learning analytics can 
be beneficial. There are many different 
characteristics which affect the way in which 
students interact with TEL environments, such 
as  personality traits [39], [40]. In the context of 
learning analytics, personalization can include 
identifying groups of students on the basis of 
their individual characteristics, examining what 
their patterns of use reveal about their 
interaction with the tool, and their individual 
needs, and creating a tool which is adaptive in 
nature can be personalized in response.  While 
this kind of personalization can take many 
forms, the aim is to create a tool which moves 
away from the one-size-fits-all approach of 
educational tools, and to take advantage of the 
affordances offered by TEL tools.   

Another powerful means of leveraging 
technology and data to support goal setting is 
using conversational agents. Prior studies have 
shown that goal setting guidance is 
significantly more effective when delivered by 
an experimenter, as opposed to via a worksheet 
[41]. Furthermore, it has been suggested that 
conversational agents could significantly 
improve the effectiveness, and scalability, of 
goal setting based interventions [42]. Existing 
studies have shown that conversational agents 
can have a positive effect on student 
engagement with the tools, as well as increasing 
their effectiveness [43]. However, there is little 
experimental work on the effect of delivering 
goal setting interventions via conversational 
agents. This demonstrates the power of 
leveraging learning analytics and TEL 
environments to enhance SRL tools to increase 
their effectiveness, but also the gap in the 
literature about effective means of doing so. 
These methods of creating adaptive and 
personalized interventions are especially 
important given that current literature suggests 
that not all students interact with learning 
analytics tools in the same manner, and it is 
therefore important to offer individuals 
personalized experiences to maximize their 
benefits [44], [45]. Given the literature which 
suggests that that individual student 
characteristics affect the way in which students 

interact with these tools, and it is therefore 
important to take this into consideration and 
create adaptive tools which can adjust to the 
needs of individuals [9], [46]. 

Therefore, during this project we aim to 
address the importance of SRL in TEL 
environments, by investigating how to best 
design and implement goal setting support 
tools, enhanced by learning analytics, to 
improve student SRL skills and academic 
performance. We aim to use learning analytics 
to not only offer personalized goal setting, 
monitoring and reflection tools, but also to 
create a tool which adapts based on a student’s 
prior performance, and personal characteristics.  

2. Proposed approach 

With this project, we aim to apply a 
multidisciplinary approach by combining 
insights from the fields of psychology, 
educational sciences, learning analytics, and 
educational data mining. Figure 1 below shows 
an overview of the studies planned for this 
project. Overall, with this project we aim to 
understand how best to implement goal setting 
and monitoring tools in online learning 
environments, and to explore how learning 
analytics can be used to enhance and 
personalize them, to offer students support that 
is tailored to their individual needs. The main 
research question of this project is “How can 
learning analytics support goal setting in online 
learning environments to improve learning and 
performance?” We will attempt to address this 
question using a design-based research 
approach, in which we develop a learning 
analytics supported goal setting tool, which is 
then implemented, tested, and refined in an 
iterative process. During each study carried out 
in this project, the developed tool will be tested 
in real-life educational settings and refined and 
improved based on the findings during that 
study. Each study will build upon the findings 
of the previous study in an iterative process 
aimed at improving the effectiveness of the tool 
and expanding its functionality with each study. 
During studies 2-4 the learning analytics 
supported goal setting tool will be embedded in 
a learning management system (LMS), used by 
students carrying out their bachelor’s degree 
within a large Dutch higher education 
institution. Students will be able to interact with 
the directly from their browser while using their 



LMS. Student performance will be measured 
using course grades, and trace data about 
student performance and behavior will be 
drawn from the LMS, as well as the learning 
analytics tool directly. 

 

Figure 1. Overview of planned studies in 
project 

2.1. Study 1: literature review 

The first study will be a literature review, 
which will give an overview of the field and 
existing relevant literature. This will culminate 
in the development of a goal setting tool, which 
will be used in later studies. The research 
questions for this study are as follows: 

 
1. How have guided goal setting interventions 

been carried out in previous studies in 
higher educational institutions?  
1.1. What kinds of goals are students 

guided to set? 
1.2. How are the interventions designed 

and implemented? 
2. What is the effect of the guided goal setting 

intervention on academic performance and 
SRL skills? 

3. How has technology, and learning analytics 
been used to support goal setting in prior 
studies? 

 
This study followed the Preferred 

Reporting Items for Systematic reviews and 
Meta-Analyses (PRISMA) statement to carry 
out a systematic search of the relevant literature 
[47]. 

2.2. Study 2: goal setting and 
monitoring 

Study 2 focuses on developing and 
implementing the goal setting tool, alongside 
learning analytics support in the form of goal 
monitoring and reflection elements and testing 
what effect the tool has on SRL skills and 
academic performance. The research questions 
for this study are as follows: 
 
1. What is the effect of goal setting 

interventions on self-efficacy, self-
regulated learning, and student 
performance in an online learning 
environment?  

2. How can real time goal monitoring 
supported by learning analytics enhance the 
effect of goal setting interventions on 
student performance and engagement in an 
online learning environment?  
 
This tool will be designed based on 

findings from the literature review carried out 
in study 1, as well as on theory from the 
relevant fields. Study 2 will be a randomized 
controlled trial (RCT) with two types of goal 
setting interventions and a control group. 
Analyses of Variance (ANOVAs) will be used 
to test whether the experimental groups differ 
in performance after the intervention tool has 
been used for a semester, and repeated 
measured ANOVA will test whether there is a 
difference in pre- and post-intervention self-
efficacy, engagement, and SRL. Throughout 
this project Zimmerman and Pintrich’s models 
of SRL will be used to evaluate the 
interventions and SRL skills [22]. Trace data 
will be examined to identify patterns of 
behavior in the learning environment and when 
using the tool, to inform the design of future 
iterations of the tool. This step is more 
exploratory in nature and will be used to inform 
decisions made during Study 3.  

2.3. Study 3: personalizing SRL 
tools 

Study 3 focuses on individual student 
characteristics, and how the goal setting tool 
can be personalized using learning analytics, to 
increase its effectiveness. The research 
questions for this study are as follows: 

 
1. To what extent are the effects of goal 

setting and monitoring interventions 



moderated by individual student 
characteristics? 

2. How can personalizing learning analytics 
tools based on student characteristics 
improve their effectiveness?  
 
This study takes place in two parts. The first 

part will follow a similar design to study 2, but 
with a focus on testing the effectiveness of the 
tool, and students’ interaction with the tool 
based on their individual characteristics. The 
second part aims to personalize elements of the 
intervention and examine whether this 
personalization improves the tools 
effectiveness. This personalization will be 
based on the exploration of groups of students 
and their patterns of behavior from Study 2, as 
well as existing theory and literature, and will 
focus on characteristics like personality traits, 
maladaptive study behaviors (like 
perfectionism or procrastination) and prior 
performance. The effectiveness of the tool will 
be tested in an RCT using an ANOVA to 
compare experimental groups.  

2.4. Study 4: SRL supporting 
conversational agent 

Finally, study 4 focuses on how to increase 
student engagement with the tool, by testing its 
implementation in the form of a conversational 
agent. The research questions for this study are 
as follows: 

 
1. How does delivering the learning analytics 

supported goal setting tool via 
conversational agent affect engagement, 
self-efficacy, and student performance? 

 
This study will follow a similar layout to 

Study 2 and 3 and will test the effectiveness of 
the tool when it is integrated with and delivered 
by a conversational agent. We will then 
examine whether this improves the 
effectiveness of the tool by examining 
differences student performance in a RCT. 
Patterns of student engagement with the tool 
will also be examined.  

3. Current results 

Currently, study 1 has been carried out. This 
is a systematic literature review of goal setting 

interventions in higher education settings. In 
this study, a systematic literature review was 
carried out following the PRISMA guidelines, 
and we aimed to examine all papers published 
after 2010, which had an active academic goal 
setting tool that was implemented amongst 
higher education students. The final sample 
included 37 papers. The final sample of papers 
were then examined, and the goal setting tools 
presented in them were broken down into 
various characteristics covering two main 
areas: 1) the intervention implementation and 
design, 2) the characteristics of the goal setting 
activity.  

Regarding the intervention implementation 
and design, the results showed that less than 
half of the papers (n = 16; 43%), were 
experimental designs which tested the 
effectiveness of the intervention. This means 
most of the papers were implementing goal 
setting activities without testing whether they 
were having the intended effect on student 
behavior or academic performance. This result 
may seem surprising given previous studies 
showing that not all goal setting activities are 
effective at bringing about behavioral change 
[48], [49], however prior work has noted the 
gap between educational theory and what 
researchers want to measure, and the 
implementation of TEL tools [50]. 

Furthermore, the results showed that while 
the interventions were delivered digitally in 
almost half of the papers (n = 17; 46%) of, for 
the most part, these interventions had no form 
of technology support or enhancement and 
were neither personalized nor adaptive. Instead, 
most digitally delivered goal setting 
interventions were merely computer-based 
versions of a static pen and paper type 
intervention. This made it clear that while there 
is a definite shift in SRL interventions towards 
digitalization, at the current time most tools do 
not make use of the full potential of technology 
to improve or support their interventions.  

Regarding the characteristics of the goal 
setting activities, several elements were 
examined including goal type, goal context, 
goal depth, and goal distance. Overall, what 
could be seen from this examination was that in 
general, goal setting interventions offered very 
little guidance as to the kinds of goals students 
should be setting. It was observed that students 
were asked to set goals, but not given any 
specific characteristics or content that their 
goals should contain in most studies. While this 



allows for a lot of student autonomy, it is 
troubling in the face of prior research which 
shows that when unguided, students generally 
don’t set very effective or meaningful goals, 
and that some types of goals are more effective 
at bringing about behavioral change than others 
[51].  

The focus on unguided forms of goal setting, 
and non-experimental designs in the studies 
reviewed makes it hard to draw conclusions 
regarding the most effective way of scaffolding 
goal setting. However, the results did suggest 
that delivering interventions digitally, 
combining goal setting with support for other 
stages of the SRL cycle, and requiring that 
students set more detailed, specific goals were 
all associated with goal setting having a 
positive effect. From these results, it is clear 
that more studies are needed to actively 
examine the characteristics of effective goal 
setting interventions.  

Taken together this suggests several things 
for the future of this project; 1) there is a 
disconnect between the existing literature on 
how to set effective academic goals, and the 
development of many of the goal setting tools 
implemented in previous literature. And 2) 
while these kinds of interventions tend to be 
delivered digitally, there is a lot of room for 
improvement in how technology and learning 
analytics can be used to support and enhance 
these tools.  

4. Contribution to TEL domain 

While the TEL domain has been around for 
several decades, the last decade has seen a 
massive increase in its popularity in the average 
higher education classroom. As such, it is more 
important than ever to address how to best 
support students while learning in TEL 
environments. This project contributes to the 
understanding of how learning analytics can be 
efficiently implemented to support student SRL 
in online learning environments. It focuses on 
bridging the current gap in the scientific 
literature between learning analytics 
implementation and educational sciences 
theories. This project will also build on the 
literature available about the SRL cycle in 
academic environments and offer insight into 
how this process motivates behavioral change, 
and how this can be further supported in online 
learning environments. It will go on to explore 

how learning analytics and conversational 
agents can be used to enhance goal setting 
interventions in TEL environments in order to 
make them more engaging and better tailored to 
the individual needs of students.  With the 
results from this project, we aim to advance the 
understanding of how to best implement goal 
setting support tools within online 
environments, to help enhance students’ SRL 
skills that are needed to succeed in an 
increasingly digital educational landscape.  

While this project has wide-reaching 
scientific significance, it also has important 
practical significance. It will focus on using 
education sciences theories to shape learning 
analytics tools and offer insight into the role of 
individual student characteristics in shaping the 
way students interact with learning analytics 
tools. These insights can be used to form the 
basis of future research into, and development 
of, learning analytics tools. The rise of 
technology enhanced learning has highlighted 
the need to create tools which can support 
students learning in online environments in a 
personalized manner. The studies in this project 
aim to understand how learning analytics tools 
can best offer this support, and to create 
guidelines for the development of these tools in 
the future. 

While several studies have examined the use 
of learning analytics to support performance, 
very few have focused on the use of learning 
analytics tools to support goal setting and goal 
monitoring. Furthermore, there is currently 
very limited research on how individual student 
characteristics like perfectionism or self-
efficacy affect the way students interact with 
learning analytics tools, and to what extent 
these tools are effective for students who differ 
on these characteristics. This project aims to 
develop tools which can be used to offer 
personalized learning analytics supported SRL 
tools. 
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Abstract  
This research will investigate the potential that Citizen Science (CS) projects data has in a 

formal educational context to learn. CS involves citizens in scientific research generating 

knowledge and scientific results. Citizens participate in CS projects conducting many activities 

developing skills, interest in science or scientific literacy. These projects share their information 

in online repositories also called CS platforms to inform citizens about the aim of the project, 

their advances on research or how to take part in it. Although the connection between CS and 

education has been explored, remains to be understood and must be made more explicit. Web 

scraping and data mining methods have the potential to obtain CS projects data available online 

and analyze it to extract conclusions. The main aim of this research is to understand how to 

analyze and visualize CS data in a technology enhanced learning (TEL) tool to support 

educators during the learning design of educational activities. It is also intended to improve 

scientific knowledge and to bring official science closer to educational environments. 
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1. Introduction 

Scientific literacy and critical thinking are 

important skills for youth to raise awareness 

and to address today’s societal challenges [1]. 

Citizen science (CS) by involving the general 

public (from youth to adults) in scientific work, 

might enhance public understanding of science, 

contribute to Science, Technology, Engineering 

and Mathematics (STEM) career motivation 

and promote values like ecology or respect for 

the natural environment [2, 3, 4, 5]. Scientific 

research in CS is organized into projects, in 

which participants carry out many types of 

activities, depending on the typology of 

participation defined [6]. On taking part of the 

project, citizens might develop: interest in 
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science and the environment, self-efficacy for 

science and the environment, motivation for 

science and the environment, knowledge of the 

nature of science, skills of science inquiry and 

behavior and stewardship [7]. 

In order to promote and support CS projects, 

there are many online platforms that acts as 

repositories containing information about CS 

projects and other resources (i.e., EU-Citizen 

science platform [8]). The platforms share 

descriptive metadata about the CS project but 

only some of those follow metadata standards 

to show it in a structured way [9]. The Project 

Metadata Model (PMM) which is part of the 

Public Participation in Scientific Research 

(PPSR) metadata standard [10] describes 

project characteristics. Data shared in online 

platforms has the purpose of explaining to a 

particular audience what a citizen science 

mailto:miriam.calvera@upf.edu


project is about. These texts, in general, use 

special language related to science and contain 

information about the project aim or an 

explanation of the research. Web scraping 

techniques in combination with data mining 

methods have been used to extract and analyze 

data from online sites to obtain conclusions in 

many fields of science [11]. The use of data 

extracted from texts, that contain information 

about science, in combination with context of 

real problems and instructions has the potential 

of improving scientific literacy [12]. 

Designing, planning and developing 

activities requires pedagogical design capacity, 

design competencies and design expertise of 

teachers during the learning design process 

[13]. It is expected that teachers have subject 

matter knowledge (SMK) and pedagogical 

content knowledge (PCK) to develop learning 

designs [14] although it’s possible that they 

need information, materials or training about 

specific topics. Citizen science projects support 

participants by developing educational 

materials (i.e., guides, posters, manuals, videos 

or podcasts) or sharing results or information 

about the project that teachers can use to inspire 

them during the learning design [15, 16]. Our 

hypothesis is that facilitating data access for 

educational purposes would have a positive 

impact on teachers’ scientific knowledge and 

pedagogical skills that would influence on 

student’s scientific literacy and its relation to 

science [17]. 

Technology tools that support teachers 

during the learning designs help them to ensure 

a better learning experience [18]. Although 

these tools try to cover teacher’s needs like 

containing relevant resources (i.e Open 

educational resources (OER) [19] or supporting 

them during the design of activities, there are 

barriers or factors that affect the adoption or 

usage of the tool [20]. The benefits of involving 

teachers as designers during the design process 

of technology enhancing learning (TEL) are 

numerous: from improving student’s learning, 

their own learning about technology or 

motivation and commitment of using 

technology and implementing it [21, 22]. The 

research conducted in this thesis will be 

considered to (co)design (with educators) and 

implement a digital tool to inspire and support 

teachers. Exploring a tool that uses and shows 

data about CS projects during the learning 

design process in a formal education context, 

will derive from improving SMK that will 

foster on developing PCK.  

2. Thesis statement 

The aim of this research is to better 

understand the connections between education 

and citizen science and to identify the potential 

that data from CS has to support the design of 

learning activities. The main research question 

is: “How can data science methods be 

effectively used to gain understanding of the 

potential that web data about citizen science 

projects have to inspire teachers in designing 

for science learning outcomes?”. The related 

sub research questions are the followings: 

• How web scraping and data mining 

methods can be used to collect/analyze data 

online about citizen science projects? 

• How data from CS projects can be 

presented/analyzed in relation to their 

potential to support learning outcomes in 

formal settings? 

• What features and content should be 

integrated into a digital tool to inspire 

teachers in the design process of scientific 

learning activities based on citizen science? 

3. Methodology 

The methodology selected for this study is 

Design-Based Research (DBR), it is expected 

to meet the objective of contributing to 

understanding the connections between citizen 

science and educational research. First DBR is 

applied to analyze the literature exploring the 

connection between citizen science and 

education, and identifying gaps. This is an 

iterative process where the educator's needs 

will be taken into account involving them in the 

design process and evaluation of the prototype. 

The tool will be used in a real educational 

context to assess whether it meets the teachers’ 

needs and performs the function of supporting 

teachers during the learning designs. Finally, 

from the lessons learned, actions and 

recommendations will be proposed to connect 

citizen science with education in formal 

settings. 

Mixed methods will be used in an iterative 

process of testing and refinement cycles of the 

design process [23, 24]. Both qualitative and 

quantitative methods will be applied to obtain 



results for the research questions defined 

above: 

• Literature review and exploration to 

explore previous work done and how data is 

structured in online platforms 

• Web scraping methods will be used to 

extract CS projects metadata, from online 

platforms using web scraping tools [25] 

• Workshops with key stakeholders will 

be conducted to identify citizen science 

community interest on data and teachers 

needs during the design of learning activities 

• Data mining Methods for data analysis 

will be applied to the data extracted and to 

explore problems related to the ways of 

reporting data 

• TEL tool development 

 

The PPM model from the PPSR metadata 

standard will be used during this research to 

structure data extracted in a database. Data 

mining methods will be applied to analyze the 

data stored in the database and obtain 

conclusions about CS and its connection to 

education. 

Moreover, collaborative partnerships with 

experts will be built, to apply research findings 

aligned to the teachers’ needs, to have a positive 

effect on teaching and learning [26]. To fulfil 

the main question and research objectives, 

many activities have been designed, revised and 

evaluated during the research. Interviews and 

workshops with teachers and key users to 

define and validate data needs, co-design the 

tool and evaluate and test the final design of the 

tool will be the main actions developed during 

the evaluation process. 

4. Research plan, possible 
limitations and risks and 
progress done so far 

Part of the activities defined to achieve 

research objectives are framed within the CS 

Track project (European Union’s Horizon 2020 

research and innovation program under grant 

agreement No 872522) [27]. The work to be 

done during the research is divided into four 

different phases. There are planned activities to 

address each research objective by applying 

research methods defined above: 

 

1. Initial phase 

• Literature review about citizen science, 

its connection to education, TEL, data 

science methods, web scraping methods 

and teacher’s learning designs process. 

• Research design and definition 

 

2. Data extraction 

• Explore and study how citizen science 

projects information is shared online. At 

this stage, there is to explore how citizen 

science is conducted online and which 

information about citizen science projects 

is available 

• Crawling citizen science projects data 

from online platforms    

• Defining descriptors/categories to 

classify the data and analyzing existing 

data to detect issues with the data. Analyze 

metadata standards to be used to store 

classified data extracted and define 

characteristics of the central database  

• Applying computational techniques to 

address the data problem 

 

3. Data analysis 

• Defining and applying mixed methods 

to analyze the data  

• Creating post-processed data datasets 

of interest to the community 

 

4. Tool development and validation 

(iterative process) 

• Identifying how teachers design 

learning activities and their needs during 

the process  

• Designing tool functionalities with 

teachers  

• Tool development  

• Evaluating the tool with teachers to 

validate the design proposed and the 

usability. It will also be evaluated if the tool 

fulfils the objective of inspiring teachers 

and students 

 

Data extraction and crawler development 

was done during this first year (Initial phase). 

An initial version of the database has been 

created and data has been initially analyzed 

(data extraction). Some quantitative methods 

and data mining methods have been applied so 

far with initial outcomes (data analysis). 

Hereinafter, data analysis methods will be 

applied to the data stored (data analysis) and, in 

parallel, the gathering of key user tool 

requirements will begin before the end of the 



second year. The outcomes of data analysis will 

be available at the middle of third year at the 

same time the tool will be being developed. 

Finally for the first quarter of last year the tool 

will be tested, improved and the potential will 

be validated by key users (Tool development 

and validation). 

4.1  Identification and prevention of 
possible limitation and risks 

This study will be focused on analyzing 

science teaching in formal education needs 

(primary and secondary school levels) and will 

not take into account other educational levels 

due to lack of time and resources to cover all. 

This research will not analyze either the impact 

on student’s learning because of the same 

limitations. Nevertheless, teacher’s will be 

asked about their experience and perceptions of 

in which way students have learned after 

developing activities designed by them. Finally, 

finding participants to join co-design sessions is 

challenging so we will do an open call to invite 

secondary teachers to join the case studies 

sessions. In addition to this, our research plan 

includes the organization of workshops with 

pre-service teachers that are studying a master 

degree in UPF for teaching science subjects in 

secondary schools. 

4.2  Progress done so far 

Being part of the CS Track project, gives us 

the opportunity to be in touch with the citizen 

science community and participate in 

conferences. It was on “Knowledge for 

Change: A decade of Citizen Science (2020-

2030) in support of the SDGs” [28], which took 

place on 14th-15th October 2020 online and in 

Berlin where we presented our advances on 

data extraction and its potential on SDG [29]. 

Furthermore, during the “CitSciVirtual” [30] 

conference which took place online throughout 

May 2021, we presented a poster about 

database development [31] and a workshop 

where we presented metadata stored and got 

feedback from the community about their data 

needs. 

A preliminary study of how data mining 

methods allow us to know more about citizen 

science and its connection with education has 

been accepted for the CELDA conference [32]. 

This proof of concept was developed to obtain 

initial results of the research, design research 

and select technology will be used. 

Regarding workshops with science 

secondary teachers and tool development 

(RO3), we have received “Grant for activities 

to increase the social impact of research” from 

UPF [33] to conduct it during 2021. As planned, 

it will be done during the last quarter of second 

year. As part of the CS-Track project, 

workshops will also be held with key 

stakeholders (teachers and/or CS participants) 

Furthermore, as part of “Makers a les aules 

(20-21)” program [34], it has developed the 

first version of the tool to be tested with 

students (8 to 10 years old) and primary school 

teachers (Figure 1). The tool contained 

information about some citizen science projects 

related to the subject of the activity (i.e., sea 

pollution). It allowed teachers and students to 

read more about the project itself and the tools 

used by participants. 

During the co-design activity with teachers 

and one of the activities with students, they 

explored the tool and the information shared 

about citizen science projects and it was 

evaluated at the end of the program the 

influence of this information on the activity 

designed and results. The influence of citizen 

science projects data visualization has been 

analyzed on the subject of human-machine 

interaction with UPF undergraduate students. 

The tool used by students contained 

information about citizen science projects and 

was assigned to a sustainable development goal 

(SDG). This relation was established because of 

the issue addressed by the activity. Apart from 

the description and tools used by participants, 

information from the web from where the data 

has been extracted was also added in case 

students wanted to explore the project in more 

detail (Figure 2). 

 

 
Figure 1: First version of the tool used in 
Makers a les aules (2020-2021) with primary 
school students and teachers 

 



 
Figure 2: First version of the tool used in 
Human-computer interaction subject with 
undergraduate students at UPF 

5 Expected contributions 

The proposed study will make contributions 

to the TEL and CS fields on the following 

aspects (Figure 3): 

1. Technical architecture of web scraping 

tools and data management methods to 

analyze and describe how citizen science 

information is available online. As a result, 

datasets of citizen science projects will be 

developed. 

2. The study will provide evidence on 

how computational data analytics methods 

can be applied in the context on citizen 

science to broaden the knowledge about this 

field and its relation to education 

3. Proposal and development of a 

technical environment to extract and process 

data and tool to show it addressing the main 

RQ. 

 

 
Figure 3: Data flow and expected contributions 
(identified with the numbers on the list). 
 

This research aims to contribute to TEL and 

CS fields but mainly tries to impact on 

teaching/learning science in formal education 

settings. This study will be focused on 

analyzing science teaching in formal education 

needs during the conceptualization phase of the 

learning design process. 

Lessons learned from the data scraping and 

data mining process connecting CS and 

Education, will be shared in the form of 

guidelines, datasets and other contributions. A 

tool will be co-designed with teachers as an 

inspirational resource to get inspiration in 

regards to certain scientific topics, and as a 

facilitator to help them to design activities 

about science. Furthermore, it is expected that 

the data exploration process will potentially 

improve teachers SMK and PCK. 
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Abstract  
The emerging learning technologies have brought new dimensions to the learning process. 
Particularly in this era, where due to health reasons, online learning is preferred, augmenting 
reality with digital information is paramount. Unfortunately, most of the existing augmented 
reality learning applications were not designed for different abilities, apart from having 
substantial annual licenses. Further, they require advanced digital competence such as 
programming, which many non-technical educational practitioners lack. This research attempts 
to fill this gap by designing and implementing an accessible open-source augmented reality 
learning authoring tool that will empower non-technical educational practitioners of different 
abilities to develop and use augmented reality applications for teaching and learning purposes. 
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1. Introduction 

Augmented Reality (AR) is a technology 
that superimposes real-world objects with 
virtual generated information in the same space, 
thus providing a more useful composite view. 
While AR is widely used with the sense of 
sight, it also applies to smell, touch, and hearing 
senses [1].  

Since its inception, AR has been used in a 
wide range of applications, including 
entertainment, mapping, transportation, health, 
and education sectors. At first, AR was 
introduced as a training tool for airline and Air 
Force pilots during the 1960s [2]. Due to the 
advancement in information technology, AR is 
currently implemented in computer and mobile 
devices without requiring expensive 
technology such as head-mounted displays [3]. 
For learning purposes, AR creates immersive 
hybrid learning environments that facilitate 
critical thinking, problem-solving, and 
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communicating through interdependent 
collaborative exercises [4–6]. Other studies by 
Akçayır et al. [7] and Mylonas et al. [8] 
revealed that AR improves university students' 
laboratory skills and helps them build positive 
attitudes. A variety of research projects 
examined the initial suitability of AR for 
different learning scenarios, e.g. flipped 
learning or experiential learning, and in various 
disciplines [9–12] as well as its integration in 
teaching and learning processes [13].  

However, studies show that most AR 
applications have been developed using 
proprietary Software Development Kit (SDK) 
such as Vuforia, Kudan AR, Adobe Aero, and 
Wikitude [5]. These are potent tools for 
handling all three AR system stages, namely 
recognition, tracking, and mixing, allowing 
ease of development for the developers [14], 
[15]. However, these AR tools are not open-
source, and they carry heavy, substantial annual 
license fees. This represents an obstacle for 



many small to mid-sized companies as well as 
institutions of higher education alike. 

In fact, open-source software does not only 
refer to the availability of source code. 
Moreover, it designates a broader sense of 
values that embraces and celebrates open 
exchange principles, collaborative 
participation, rapid prototyping, transparency, 
meritocracy, and community-oriented 
development [16, 17]. By developing an open-
source tool, programmers and software users 
benefit from the control over the tool, training 
from the communities behind it, security, and 
stability. Thus, an open-source AR tool will 
benefit from using existing parts of an open-
source learning tool and enhance it for AR 
authoring. Therefore, it provides an authoring 
tool available with an open-source license for 
use and opens for further future development by 
business partners and other stakeholders. 

Research further reveals that few AR 
applications have been developed by using an 
open-source library such as ARToolkit, AR.js 
and DroidAR. With these libraries, 
programmers are using traditional languages 
such as c#, c/c++, python, Java and JavaScript 
to develop AR applications [5, 14]. This means, 
developing AR applications requires technical 
knowledge in these programming languages or 
hiring computer programmers. Unfortunately, 
many non-technical instructors lack this digital 
competence [18–20]. Also, it is costly to hire a 
programmer for mid-sized companies and 
educational institutions [21]. Furthermore, 
most of these applications are challenged with 
usability problems, inadequate technology 
experience, interface design errors, and 
technical difficulties [3, 22–24].  

World Health Organisation estimates about 
15% of the world's population have at least one 
particular form of disability. This number 
increases due to increased chronic diseases, 
ageing, and technology discovery to identify 
various disabilities [25]. The various forms of 
disabilities include auditory, cognitive, learning 
and neurological, physical, speech and visual 
disabilities. These forms require different 
approaches and strategies to reduce the 
obstacles in accessing the AR applications [26].  
Most existing AR Learning applications, 
however, target one form of disability. For 
example, a multi-sensory AR map targets blind 
and low vision students [27], whereas 
MoviLetrando targets Autism Spectrum 
Disorder students [28]. Other authors dealt with 

the auditory ability [29], low vision [30] and 
cognitive support [31]. Unfortunately, research 
shows that many proprietary and open-source 
AR applications are not designed for users with 
different abilities [32–34] and exclude many 
people who would benefit from these 
applications. 

This research, therefore, aims to use existing 
open-source libraries and approaches to design 
and implement an inclusive and accessible AR 
tool based on an open-source learning 
environment, such as Moodle. It can be used to 
author AR learning in different disciplines by 
users with varying levels of accessibility and in 
different learning settings, from university 
classrooms and for on-the-job training.  

2. Research objectives and 
questions 

The main objective is to develop an 
accessible augmented reality learning authoring 
tool. Specifically, the research aims the 
following 

1. To identify the requirements for developing 
an open-source AR learning authoring tool 

2. To develop an open-source tool for 
authoring AR learning, building on an 
existing OS learning platform. 

3. To validate the AR authoring tool through 
authoring a pilot AR learning application 

 
This thesis intends to answer the following 

main question: How can you design and 
implement an augmented reality learning 
authoring tool for a broad audience? The 
secondary research questions are as follows: - 
1. What are the requirements for developing 

an accessible open-source AR learning 
authoring tool?  

2. How can we develop an accessible open-
source augmented reality learning 
authoring tool? 

3. What kind of AR learning applications can 
be authored with the tool? 

3. Theoretical framework 

The combination of real-world with 
multimedia elements is one of the promising 
technologies in the field of education. This 
follows from the cognitive theory of 
multimedia learning, which states that people 



learn better when the instruction is given using 
both words and pictures than words alone [35]. 
Further, Buchem et al. [36] argue that AR is 
characterised by various affordances such as 
embodied, collaborative, and augmentative 
affordances. These affordances make AR 
indispensable in a learning environment as it 
forages helpful information for learners and 
constructs more profound knowledge. 

Though Garzón noted that the effectiveness 
of AR in learning is medium [33], numerous 
studies have reported the interaction between 
learner and AR artefacts is potent in learning. 
For instance, AR learning has resulted in 
learning gain and motivation [3, 32, 37, 38], 
content understanding and retention [32, 39–
41], increased interaction and attention [42, 43], 
learning efficiency and performance [44, 45] 
and enhances problem-solving abilities and 
influence decision making [3, 5].  

Various other examples have proved that 
AR is beneficial in teaching and learning. For 
instance, Mylonas et al. [8] used AR as a visual 
aid to teach students how electrical devices 
consume energy. Fidan and Tuncel [46] 
integrated AR application with problem-based 
learning activities to help students understood 
physics concepts and improve their attitudes 
towards physics.  

Like any other technology, AR is not 
without challenges and limitations. Alalwan et 
al. [47] conducted a semi-structured interview 
with 29 science teachers in a developing 
country. They found that teachers' competency, 
proper instructional design and resources were 
common limitations in AR utilisation. Also, 
Pellas et al. [48] pointed out that teachers could 
not modify or add content to AR applications. 
These teachers' incapability might be because 
most non-technical teachers are at the basic-
level of digital competence [49, 50]. Dirin & 
Laine [51] found usability problems, when 
evaluated two mobile AR applications. The 
usability problems in AR are also reported by 
other researchers [3, 23, 24]. While the usability 
problems can be solved through following good 
design principles, Buchem et al [36] proposes 
interdisciplinary training to alleviate digital 
illiteracy among educational practioners. 

Accessibility is a concept that ensures a 
product or service is usable by people with 
different abilities. Designing for accessibility 
widens a pool of users, opens equal opportunity 
for various user types and increases the 
compatibilities with other devices [52, 53]. 

Accessibility is more than technical standards, 
it is also a moral obligation and legal 
requirement. For instance, European Union 
directives 2016/2102 directs websites and 
mobile applications of the public sector to be 
accessible [54].  

Despite its significance, many AR 
applications do not consider accessibility in the 
early design stage, or they are dealing with one 
form of ability. Examples of AR studies with a 
particular ability are numerous. Mentioning a 
few are Albouys-Perrois et al. [27] 
implemented a Multi-sensory AR map for blind 
and low vision students by using text-to-speech, 
tactile tools, and visual calibrated projector. 
Antão et al [28] improved the performance and 
reaction time skills of Autism Spectrum 
Disorder students using the AR computer game 
MoviLetrando. In auditory ability, Al-Megren 
& Almutairi [55] developed a mobile 
application that uses AR to support literacy 
among hard of hearing children. Another study 
employed AR to give cognitive support during 
assembly tasks [31]. Further, a systematic 
review by Garzón [33] of 61 selected AR in 
education settings articles from 2012-2018 
revealed that only one paper dealt with the 
accessibility of AR learning. This finding 
agreed with previous studies by [32] and [34], 
whose results showed very few systems 
designed for users with diverse needs.  

However, designing for accessibility is more 
than considering a particular form of disability; 
it is adhering to accessibility guidelines and 
standards such as Web Content Accessibility 
Guidelines (WCAG 2.1) [56] and IEEE 
Standard for Augmented Reality Learning 
Experience Model [57]. In addition, consider 
XR Accessibility User Requirements [58] and 
follow developers' guidelines such as the XR 
Association Developer guide [59], helpful in 
making an XR application accessible. Thus, the 
development of an accessible AR authoring 
tool intends to comply with the mentioned 
standards, guidelines, and use cases, 
particularly level AA of WCAG 2.1. 

Open-source is both a legal term and a 
development model [60]. Legally, it is 
governed by an open-source license, a license 
that is approved by Open Source Initiative 
(OSI). This license gives the software users the 
legal power of using, inspecting, modifying and 
distributing the software source code. These 
rights are outlined in the ten characteristics of 
the Open-Source Definition (OSD) [60, 61]. 



Whether the open-source software will be free 
of charge or not will depend on the adopted 
business model and the open-source license 
used [62].  

As a development model, Open-source can 
be developed in a distributed manner with 
developers scattered geographically and 
organisationally [63]. This peer-reviewed 
manner of development can foster different 
organisations, such as Universities and 
companies, to cooperate in producing reliable, 
cheaper, and faster-delivery software [64]. 
AlMarzouq et al. [60] argued that the quality of 
open-source software depends on license, 
community, and development process. The 
license, for instance, decides which 
components to use and encourages or 
discourages community participation. While 
the motivated community is essential, the 
development process determines feedback 
speed and the review process. Thus, this study 
intends to adopt an Open-Source license that 
will enable partner universities and companies 
to participate in the development of accessible 
AR learning tool. 

4. Research methods 

This research aims to design and implement 
an accessible open-source augmented reality 
learning authoring tool for non-technical 
instructors with different levels of abilities. The 
guiding research methods will be Design-based 
Research (DBR) blended with Agile 
Methodology in Scrumban (AMS). While 
various researchers have successfully used 
DBR to develop learning interventions [65–67], 
AMS is an effective project management 
methodology in information systems 
development [65]. Both DBR and AMS are 
iterative and involve practitioners from the 
early stages of problem analysis to product 
acceptance. Despite its success, some studies 
have reported the challenges of DBR. These 
include researchers' biases [66, 67], the 
possibility of iterations to exceed available 
resources [66], and the inapplicability of 
interventions in different settings [68]. AMS, 
on another side, has been reported to have a 
positive influence in both project management 
knowledge areas and project management triple 
constraints, i.e. scope, cost and time [69]. 
Unfortunately, applying AMS to create an 
intervention without creating knowledge is not 

research [70, 71]. Thus, we anticipate that AMS 
and designed research to develop an 
intervention can complement each other. Some 
studies that have hybridised the DBR with 
agility include Cochrane [72], Cooney [73] and 
Dass [74].  

The research will be carried out in higher 
learning institutions and partner companies 
located in Germany and Tanzania. The partner 
universities and companies will provide both 
educational practitioners and customers. Like 
other DBR approaches, we will follow a 
pragmatic paradigm by using appropriate 
qualitative and quantitative methods [67, 75] 
such as surveys, interviews, focus groups, and 
document reviews.  

Further, we will follow the DBR processes 
as outlined by Plomp [70]. Plomp examined 
various researches conducted by using DBR 
and concluded the following three phases. The 
first phase is preliminary research comprising 
practical problem analysis, literature review 
and conceptual or theoretical framework 
development. The second is the development 
phase, in which the prototype is iteratively 
developed as a micro-cycle of the research with 
formative evaluations. And the last is the 
assessment phase consisting of summative 
evaluation to check if the intervention meets the 
agreed specifications [70, 76]. These three 
phases are conducted iteratively [71, 77]. 

The AMS consists of roles, processes and 
artefacts. The roles are scrum master and scrum 
team. The activities in the process include 
kickoff, the meeting to plan the sprint, sprint 
execution, the daily Scrum and the sprint 
review meeting. The iteration, also known as a 
sprint, should be planned such that it is 
completed in a short time. The last component 
of AMS is scrum artefacts: these are product 
backlog, sprint backlog, and burnout charts 
[65]. Thus, since AMS focus on sprints with 
small deliverables and direct communication 
among the partners, it can help adapt quickly to 
the project unpredictability and become helpful 
to DBR, as shown by Kastl and Romeike [78] 
and Confrey [79]. They applied the agile 
methodology to improve intra-communication, 
team member cooperation and active 
participation in the DBR design activities. 



5. Current status and future work 

This work started in January 2021, and it is 
currently in the completion of the first phase of 
DBR, specifically, literature review and 
framework development.  

The next steps to accomplish this work are 
as follows: - To start the data collection and 
prototype development, employing AMS in 
prototype development and conducting the 
summative evaluation. This will be followed by 
phase three, which is a summative evaluation of 
the work. We expect to do two to three 
iterations of this phase model in the next twelve 
months. 

6. Expected contributions 

This research will contribute to the 
empirical knowledge concerning accessible 
open-source AR learning. Primarily, it will add 
knowledge on the usage of open-source 
libraries and approaches in developing an 
authoring tool for an AR learning tool. The 
knowledge will be helpful to researchers, 
academicians, and other enthusiasts to expand 
the research and extend the work for different 
educational and societal needs. 

It will provide source code for the accessible 
environment to create AR resources and thus, 
contribute an interface for non-technical 
authors to develop AR learning applications 
suitable for teaching at universities and on-the-
job training. We believe students and teachers 
will achieve their curricula demands through 
these AR Learning applications.  
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Abstract  
New curricula are being introduced to foster the integration of media and computer science in 
education. Therefore, it is of high importance to understand how to train teachers to adapt their 
teaching practices to these new curricula. In this direction, three models are of high importance: 
COACTIV, TPACK, and the SQD Model. The COACTIV model gives insights into the 
competences that teachers need to acquire to teach effectively. The TPACK model poses the 
types of knowledge needed to teach effectively with technology. The SQD Model presents the 
key strategies to teach teacher-students on the effective integration of technology. However, 
these models still present some limitations. First, the expression of TPACK in action and the 
relevance of its components is not clear. Second, the transversal development of these models 
has not been sufficiently studied. And third, the relationship between these three models is also 
under-researched. The present doctorate will address these three limitations by studying the 
professional development of primary education teacher-students during internships in media 
and computer science. Three main aspects will be analysed: teacher-student-related variables, 
internship projects, and training settings. A mixed-method approach will be followed, 
embracing content and thematic analysis, as well as correlation and predictive analysis.  
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1. Introduction 

Specific educational frameworks have been 
developed to collect the competencies and 
skills that children need to learn to succeed in 
the 21st century [1, 2]. In Switzerland, the new 
Curriculum 21 has been introduced in the 
German-speaking cantons to foster the 
development of these competences, including a 
media and computer science module to be 
taught in elementary education. However, 
introducing new curricula is not enough. 
Teachers should be prepared to adapt their 
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teaching practices to provide students with the 
best opportunities to acquire the competencies 
needed and set by the curriculum. To do so, it is 
of high importance to offer teacher training 
opportunities that aim at acquiring the required 
knowledge and competencies.2 

1.1. Teacher competence 

Teacher competence is a difficult topic to 
treat since it is challenging to define what 
competences are, as well as to identify the 
competences that teachers have and need to 
develop, to successfully perform their practice. 



After analysing several conceptual 
frameworks and definitions of “competence” in 
higher education, the “Competence as a 
continuum model” was developed [3] (see 
Figure 1). This model is constituted of 3 parts: 
the left side includes cognitive, affective, and 
motivational competences for specific contexts; 
the right side is the behaviour that can be 
observed; and this is mediated by the part in the 
middle, which includes the processes done by 
the actor, such as perception, interpretation, and 
decision-making processes. 

In the field of teaching, one model that 
systematically identifies the competencies that 
teachers need to have to perform a good 
professional practice is the COACTIV (or 
Cognitive Activation in the Classroom) model 
of teachers’ professional competence [4] (see 
Figure 2, which presents the COACTIV model 
specified for the context of mathematics 

teaching). From this perspective, professional 
teaching practice is an interplay between 
cognitive and motivational/self-regulatory 
characteristics. Concretely, it contemplates the 
following aspects: knowledge; values, beliefs 
and goals; motivational orientations; and 
professional self-regulation skills. In the case of 
knowledge, the COACTIV model adopts 
Shulman’s construct of pedagogical content 
knowledge or PCK and broadens this definition 
adding organizational and counselling 
knowledge. 

Other personal variables of teacher-students 
have been seen to be related to the decision of 
using technology in their teaching practice, 
such as positive attitudes toward technology 
and personal control over the decision to use 
technology [5]; or to the real use of technology, 
such as perceived competence using ICT for 
teaching, availability of computers, beliefs 

Figure 1: Competence as a continuum taken from Blömeke et al. [3] 

Figure 2: COACTIV model taken from Baumert and Kunter [4] 



about the effect of computers, constructivist 
forms of teaching and learning [6], self-efficacy 
and value beliefs [7, 8], or intentions to use 
Meaningful Learning approaches [9].  

About the knowledge that teacher-students 
should have for teaching with technology, one 
of the most cited models is the technological, 
pedagogical and content knowledge, or 
TPACK, developed by Koehler and Mishra 
[10]. The TPACK model was built also from 
Shulman’s construct of pedagogical content 
knowledge or PCK. Their authors aimed to 
explain the three key components of teacher 
knowledge that teachers need to develop and 
consider when integrating technology in their 
practice to produce effective teaching with 
technology. According to this model, the types 
of knowledge that need to be considered are 
technology, pedagogy, and content knowledge, 
as well as the interactions between all types of 
knowledge, and knowledge about the context 
(see Figure 3). The TPACK model has shown 
to be useful to increase teacher-students’ 
confidence and understanding of digital 
pedagogies [11]. Furthermore, it has been seen 
that it can be developed through active 
involvement in teaching using technology [12]. 

 

 
 

Figure 4: TPACK model taken from Koehler and 
Mishra [10] 

In an attempt to unite the Competence 
Viewed as a Continuum model, COACTIV and 
TPACK, [13] developed the Developmental 
Model of Teacher Professional Competence 
(DevTPC). Although the author developed it as 
a framework for teaching foreign language 
online, it still offers potential uses in other 
fields (see Figure 4). 

 

Figure 3: DevTPC model taken from Stadler-Heer [13] 



Regarding teaching quality, three basic 
dimensions have been defined to analyse 
teaching quality: instructional, organizational 
and emotional support [14, 15]. These three 
dimensions are linked to variables that are 
involved in the learning process. The 
instructional dimension refers to the 
instructional support given by the teacher to 
cognitively activate and engage students; the 
organizational dimension is related to the 
classroom management and organizational 
support provided by the teacher to promote 
academic and social-emotional learning; and 
the emotional dimension refers to the support 
that the teacher gives to his/her students to 
provide a supporting and positive interactions 
and learning climate. 

1.2. Teacher education 

Regarding the way that teachers should be 
trained, different strategies have been 
implemented to prepare pre-service teachers to 
integrate technology into their teaching 
practice. Tondeur et al. [16] carried out a 
synthesis of qualitative evidence and extracted 
the key strategies that have been explicitly 
related to the preparation of pre-service 
teachers as well as the necessary conditions at 
the institutional level. With these aspects, the 
authors built the SQD Model which includes 
the aspects that should be provided at the micro 
and institutional level to prepare pre-service 
teachers (see Figure 5).  

 

 
Figure 5: SQD Model taken from Tondeur et al. 
[16] 

These are role models, reflection, 
instructional design, collaboration, authentic 
experiences, and feedback at the micro-level; 
and technology planning and leadership, 
cooperation within/between institutions, 
training staff and access to resources at the 
institutional level. Systematic and systemic 
change efforts, and aligning theory and 
practice, are related to both levels. Furthermore, 
in the field of teacher education, it has been 
seen that field experiences have positive impact 
on beliefs and intentions to use technology, 
especially when teacher-students see 
technology being used by skilled teachers [9, 
17]. 

1.3. Challenges 

Many attempts are being done to set good 
theoretical backgrounds that foster effective 
teacher higher education in the field of 
technology-enabled learning. However, most of 
the proposed models lack a solid scientific 
basis, as it is challenging to develop scientific 
studies whose findings are generalizable and 
consistent with previous research.  

In the case of TPACK, despite it is already 
one of the most used models in research, it is 
currently entering a new phase of development 
as an empirical theory. As indicated by Petko 
[18] this could be a consolidation phase before 
a new invigoration, or a period of stagnation 
and decline. In any case, there are still some 
open questions about this model that would be 
interesting to investigate.  

In the first place, there is no clear agreement 
whether the three circles of knowledge 
contribute equally to TPACK or if these types 
of knowledge can be different in different 
situations or levels of technology integration 
[18]. The specific definition of the different 
factors is not clear, nor is it the relationship 
between them. As Brantley-Dias and Ertmer 
note [19], we are also still missing a detailed 
description of how does TPACK or its 
components look like in action. Furthermore, 
an ongoing debate is whether the TPACK 
model should be considered an integrative or a 
transformative model. The integrative vision 
assumes that all components directly contribute 
to the final TPACK, whereas the transformative 
vision assumes that only TCK, TPK and PCK 
contribute to the final TPACK. It is highly 
important to understand how the components 



interact between them to provide learning 
opportunities in teacher training that foster the 
acquisition of TPACK, meaning that if the 
model is transformative, activities that focus 
solely on TK will not contribute to improving 
TPACK, but TCK and TPK will need to be 
fostered [20].  

Many extensions and combinations of the 
model have been done, such as ICT-TPCK [21], 
TPACK-XL [22], or GPACK [23], increasing 
its complexity while remaining unclear whether 
they offer better theoretical ground. For this, the 
DevTPC model [13] offers a new approach for 
combining different complementary models 
rather than extensions of TPACK, including 
personal variables originally part of the 
COACTIV model [4], and an explanation of 
how to evaluate competences originally from 
the Competence as a continuum model [3]. 

About measuring TPACK, there aren’t 
many valid and reliable tools for doing so, since 
most of them are self-reports that don’t evaluate 
factual knowledge but self-efficacy beliefs and 
can be easily biased. Another method that has 
been used are rubric-based ratings based on 
lesson plans. Furthermore, TPACK has not 
been studied in international large-scale, 
longitudinal nor experimental settings [18]. 
Furthermore, while it has been stated that 
TPACK is constituted by what teachers know, 
what teachers do and their reasons for doing so, 
in the field of education and technology, very 
little research has investigated the instructional 
decisions that teacher-students make, focusing 
on how and why [24].  

A part of knowledge, it is difficult to 
conclude what other teacher-student-related 
variables are important to teaching competence. 
This is why the COACTIV model [4] refers to 
an interplay between cognitive and 
motivational/self-regulatory characteristics. 
And not only personal aspects are needed, but 
also those at an institutional level for teacher 
training. Here is where the SQD Model [16] 
poses several variables, but further research 
into these aspects is still needed to know the 
role that these variables play as a mediator of 
teacher competence.  

2. Current research 
2.1. Research aim 

As it has been presented in the previous 
section, there are some challenges in the field 

of teacher education for media and computer 
science teaching, especially regarding the 
theoretical grounds that support specific 
didactic actions. Therefore, the main aim of this 
research will be to contribute to the 
development of theoretical models using 
teacher-students’ internships on media and 
computer science education as the object of 
study, proving the validity of these theories. 
The theoretical models that will be used for 
research purposes will be TPACK and the 
COACTIV model for teacher competence, and 
SQD Model for teaching settings.  

2.2. Research objectives and 
research questions 

The objectives that are expected to be 
achieved during this research and the specific 
research questions that will be addressed are: 
1. Objective 1: To describe the expression of 

teacher-students’ TPACK in action and 
analyse the relevance of its components. 
1.1. Is self-reported teacher-students’ 

TPACK coherent with observed 
TPACK? 

1.2. Do all TPACK components relate to 
the general TPACK? 

1.3. Are all TPACK components related to 
a good internship project for media 
and computer science education? 

2. Objective 2: To analyse the professional 
development of teacher-students during an 
internship in media and computer science. 
2.1. Do teacher-student-related variables 

change after participating in an 
internship on media and computer 
science? 

2.2. Is there any factor (latent variable) that 
moderates professional development? 

3. Objective 3: Investigate the relationships 
between models (COACTIV, TPACK, 
SQD Model) and their influence on 
teaching quality (Three Basic Dimensions 
model).  
3.1. Is there any relationship between 

teacher-student-related variables 
based on the COACTIV and TPACK 
models?  



3.2. Is there any relationship between 
teacher-student-related variables, 
internship projects, teaching quality, 
and training settings?  

3. Research methodology 
3.1. Research settings 

This research will follow a mixed-methods 
approach, since qualitative and quantitative 
data will be collected throughout the study in an 
embedded manner. Confirmatory and 
exploratory correlation analysis will be 
followed depending on the research question.  

This research will be conducted in the 
context of the module “Media and IT 
education” at the University of Teacher 
Education of Zurich (PHZH – Pädagogische 
Höchschule Zürich). The students that 
participate in this module are teacher-students 
being trained for teaching in the primary 
education level. The module includes a 
practical part of 1 ECTS (30 working hours) 
where students participate in an internship. For 
this internship, students conceptualize a media 
or computer science project based on the 
Lehrplan 21 [25] and implement it in a school. 
They do this internship in pairs, and work in a 
class where they have already been doing 
internships in the past, therefore, they already 
know the students and the teacher. After the 
internship, students submit the project 
documentation and written observations, and 
they make a presentation. They are graded 
based on their performance. 

The data will be collected on the Autumn 
Semester 2022 and Autumn Semester 2023. 
About the sample, 300 students participate in 
this module each semester, although not all of 
them are expected to participate in the study.  

It is still to be confirmed whether it would 
be possible to create an experimental condition 
where a group of students goes through an 
intervention different than those in the control 
group. It is also pending of confirmation 
whether it would be possible to have access to 
a control group consisting of teacher-students 
who take part in an internship that is not related 
to media and computer science education. 

3.2. Measurements 

The main aspects that will be evaluated are: 

a. Teacher-student-related variables  
b. Internship projects  
c. Training settings 

For the evaluation of teacher-student-related 
variables (a), self-reported questionnaires will 
be distributed before and after the internships. 
These self-reports will evaluate their 
professional competence based on the 
COACTIV model, which includes knowledge; 
professional values, beliefs, and 
goals; motivational orientations and rationales; 
and professional self-regulation skills. The 
specific questionnaire to be used for this aim is 
still to be confirmed. For evaluating 
knowledge, the TPACK.xs questionnaire [20] 
will be distributed before and after the 
participation in the internship. It consists of 28 
items, four per each subscale, and has shown a 
good validity and reliability for assessing 
teacher-students’ TPACK. However, since self-
reports involve certain limitations such as 
biases due to social desirability and Dunning-
Kruger effects, or measuring teachers’ self-
efficacy beliefs instead of factual knowledge 
[18], performance-based measures to collect 
more factual knowledge will also be used. 
Concretely, teacher-students’ internship 
reports, grades, and reports from teachers from 
the PHZH and the school where the teacher-
students did the internship. Other variables such 
as beliefs about technology or previous 
experience with technology will also be 
analysed to allow further exploration. 

Regarding the evaluation of their internship 
projects (b), the related documentation will be 
treated as qualitative data and will be analysed 
making use of categories and codes following 
content and thematic analysis [26]. From this 
documentation, their knowledge will be 
analysed using the TPACK model, and teaching 
quality using the framework of Three Basic 
Dimensions. To evaluate the level of 
competency that students acquire, the 
evaluation grid that teachers already use may be 
considered. This grid is KoRa 
(Kompetenzraster) and it measures 12 
competence standards required for an optimal 
teaching competence [27]. Finally, other 
variables such as technology used, or topics 
treated will also be analysed to allow further 
exploration. 

For the evaluation of training settings (c), 
the SQD Model [16] will be used to analyse the 
conditions provided to pre-service teachers to 



prepare them for technology use. This will be 
done asking teacher-students through a self-
reported questionnaire. Furthermore, the 
TPACK.xs questionnaire will be distributed 
among their teachers to evaluate the level of 
TPACK among teacher-student’s role models.   

3.3. Data analyses 

Qualitative and quantitative methods will be 
used to analyse the data indicated above. For 
the qualitative analysis, thematic and content 
analysis will be performed. These analysis will 
be used to identify the different TPACK 
categories in students’ projects, similar to [24], 
and to analyse their teaching quality.  

For the quantitative analysis, correlational 
and predictive relationship analysis will be used 
depending on the specific research question 
being addressed.  

The correlational analysis will be: 
− Analysis of Variance, ANOVA (qualitative 

and quantitative variables) for RQ 1.1 and 
RQ 1.3.  

− Independent t-test (quantitative variables, 
independent measures) for RQ 1.2 and RQ 
3.1. 

− Dependent t-test (quantitative variables, 
repeated measures) for RQ 2.1. 

− Factor analysis (latent variables) for RQ 
2.2. 

− (optional) Chi-square independence test 
(qualitative variables) 

On the other hand, the predictive 
relationship analysis will be: 
− Structural equation modelling (multiple 

regression analysis) for RQ 3.2. 

4. Ethical considerations 

Since this research involves the collection 
and evaluation of personal data, an informed 
consent form will be created to be signed by all 
participants. The consent form will include 
information about the research and about the 
participant’s rights, such as opting-out or 
eliminating their data. The data collected will 
be coded and pseudonymously treated during 
the whole research process. 

5. Planning 

This thesis will be conducted during 
September 2021 and September 2025. A 
general overview of the project schedule is as 
follows. 

Year 2021/22:  
− Tasks: Literature review and data 

collection tools selection. 
− Output: Paper “The more you know, the 

more you believe: Examining the influence 
of self-reported TPACK on teacher's 
technology-related beliefs” (data already 
collected at the University of Zurich) 

Year 2022/23:  
− Tasks: Data collection and data analysis. 
− Output: Paper “TPACK: reported vs 

observed; paper COACTIV and TPACK: 
internal structure of the COACTIV model 
in media and computer science education” 

Year 2023/24:  
− Tasks: Data collection and data analysis. 
− Output: Paper “Relationships between 

TPACK and teaching quality; paper 
Teacher-students’ professional 
development and moderating factors” 

Year 2024/25:  
− Tasks: Final thesis elaboration.  
− Output: Cumulative dissertation. 
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Abstract  
The purpose of this project is to provide a deeper understanding of programming pedagogic 

practices by studying two cases of programming in school, providing two different entry points 

to learning of and with computer programming. The cases represent two approaches to 

technology enhanced learning of programming, namely screencasts and so-called 

“makerspaces”, but also how programming as a technology itself may enhance learning. Using 

qualitative research methods, my aim is to develop theory and practice related to programming 

pedagogy. Preliminary results show that both screencasts and makerspaces are potentially 

useful tools for learning programming, and that programming may be a useful learning tool in 

itself. However, these findings need to be explored and refined further. 
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1. Introduction 

The autumn of 2020 marked the starting 

point of the new national curriculum in 

Norwegian primary and secondary education 

(years 1 to 10), known as “the Renewal of 

Subjects” [1, author’s translation]. One of the 

new aspects of the curriculum is the explicit 

inclusion of computer programming in several 

subjects, specifically mathematics, science, 

music, and arts and craft; all of which are 

mandatory subjects for all students. Computer 

programming has been an elective subject in 

Norwegian secondary schools since 2016, but 

with the new curriculum, all students are 

obliged to learn to program as part of their 

mathematics course so they can successfully 

use programming as a tool in both mathematics 

and other subjects. This provides several 

challenges, but also some opportunities. One 

such challenge is that teachers must learn both 

computer programming and how to integrate it 

into their subjects, even though there is little 
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knowledge on how this is best done [2]. On the 

other hand, programming may provide the 

opportunity to engage students in 

interdisciplinary activities and problem solving 

in several subjects [3]. 

The Nordic approach to programming in 

school, where programming is integrated into 

other subjects [4], is fundamentally different to 

approaches seen in other Western countries’ 

educational systems where programming is 

organised as separate subjects (see e.g. [5]). The 

new, Norwegian curriculum and the existing 

programming courses provide an opportunity to 

study programming for the subjects versus 

programming as a subject. One rationale for the 

importance of learning how to program at a 

basic level is the idea that all members of 

society need an understanding of the role of 

programming in the digital world that 

surrounds us (e.g. what is an algorithm and how 

can it be used to deliver personalised ads). 

However, not all students need professional 

knowledge on how to create industrial-strength 

computer programs. In the Nordic countries, 



there is an emphasis on programming as a 

bridge between subject domains, e.g. 

mathematics and natural science, and statistics 

and social science.  

The aim of this PhD-project is to provide a 

deeper understanding of programming 

pedagogic practices in Norwegian schools by 

studying two cases providing two entry points. 

The cases represent different approaches to 

technology enhanced learning of and with 

programming described in detail later in this 

paper. Note that my project concerns both 

learning of conceptual knowledge of 

programming and other subjects, and how 

technological tools can support this learning. I 

view programming skills themselves as 

technological learning tools.  

The PhD-project overall is guided by the 

following research question with two sub-

questions, which, when combined, will provide 

a basis for elaborating on the main research 

question. How do computer programming 

classes and integrated subject/computing 

classes compare as interdisciplinary learning 

arenas? 

1.  How does interactive screencast 

technology support digital and social 

learning practices in computer programming 

classes?  

2. How are learning processes supported 

by programming as an intermediate tool 

between physical making and conceptual 

knowledge in a digital science classroom? 

 

Using a qualitative, primarily bottom-up 

approach to explore my research questions, my 

contribution will be to improve the 

understanding of the two approaches to 

programming knowledge development in 

Norwegian schools. Hence, the aim of the 

project is not to make statistically generalizable 

claims, but to give reliable and valid 

perspectives of development processes 

observed within the cases at hand. I hope that 

the project will reveal both challenges and 

opportunities that are relevant for developing 

the field of programming pedagogy in school 

further, and how technical tools are involved in 

these processes. 

2. Theoretical framework 

The theoretical framework for the project is 

grounded in the sociocultural perspective on 

learning, which considers learning as 

fundamentally social [8]. A key concept of the 

sociocultural perspective is that tools mediate 

learning. According to Vygotsky [8], language 

itself is the most powerful mediating tool, and 

researchers should therefore give attention to 

language use when studying learning. 

However, language is not the only tool involved 

in learning computer programming; therefore, 

also other (computer mediated and non-

computational) tools and artefacts will be 

included as objects for analysis. Computer 

programming is about creating code a computer 

can read, which is a technological artefact. 

However, humans also read, modify, use, and 

write code, often based on other people’s code. 

I argue that this makes programming an 

inherently social activity, and that 

programming should be treated as such. This 

idea of sociality is in line with Vygotsky’s view 

of learning.  

Computer science (CS) education is a broad 

field and includes CS education at all levels in 

the educational system: From elementary 

school to higher education. Nygaard [9] claims 

the term computer science is too narrow, as it 

places too much emphasis on the computer 

itself and does not cover all (e.g. social) aspects 

of the field. I choose to use the term 

programming pedagogy, as using a verb 

(programming) makes the term more 

process/action oriented, to cover the field of 

teaching and learning to program in a wide 

sense, including programming concepts, 

practices and perspectives [10]. 

This theoretical perspective will frame my 

analysis by providing a focal point on 

knowledge development over cognitive 

assessment. Potential findings relate to 

observed classroom episodes where the use of 

tools (e.g. language, gestures, and digital tools) 

are involved in this development. Since 

programming in Norwegian schools is a new 

phenomenon, there is a need to better 

understand what is happening during 

programming classes/classes with 

programming and what the potentials are.  

3. Programming in school 

The idea of using programming in school is 

not new and often dated to Seymour Papert’s 

1980 book Mindstorms [3] and his concept of 

“Turtle Geometry”. At the time, Papert and his 



team at Massachusetts Institute of Technology 

had recently developed a text-based 

programming language called Logo. Papert had 

grand ideas about how children could learn 

mathematics and geometry hands-on, but also 

how they could learn to think, by using Logo 

and constructing programs [11]. However, later 

research has criticised some of the claims by 

finding that a programmer’s knowledge and 

experience does not always develop into 

cognitive/higher order skills (see e.g. [12]). 

Mitch Resnick, one of Papert’s students and 

leader of the team that developed the most well-

known block-based programming language 

used in education, Scratch, is a champion for an 

interest-driven approach as a programming 

pedagogy [13]. Resnick’s idea is that children 

can develop what is often referred to as 21st 

century skills, such as creativity and 

collaboration skills, through open ended 

programming activities, which involve very 

little upfront teaching. The success of this 

approach, according to Resnick, relies on the 

elimination of complicated programming 

syntax, which is the aim of block-based 

programming. 

From Papert to Resnick the rationale has 

moved from being quite specific (mathematics 

and thinking) to talking about more general 

skills. The Nordic model of programming can 

be placed somewhere between the two, as 

programming is placed within subjects but are 

meant to develop both domain specific and 

general skills. Waite [2] mentions 

programming for the subject as a specific 

context for programming that needs a specific 

pedagogy. She uses as example the dilemma of 

how to help students both connect and 

differentiate between programming and the 

subject in question. One particular challenge in 

this regard is how symbols like punctuation 

marks or equals signs are used in specific ways 

in programming languages that are not 

necessarily compatible with other fields, such 

as mathematics.  

In recent years, a growing number of 

researchers have studied programming 

pedagogy. The nominal paper by Wing [6] in 

2006 is typically credited as the source of the 

current wave of programming in schools across 

the world. As a result of this wave, the field of 

programming in school has gotten an 

increasingly large mass of available tools and 

resources (see e.g. [14]). This is also 

symptomatic for the field of research. There is 

a high focus on programming languages and 

environments, but not on what concepts, ideas, 

or practices the learners are expected to know. 

In the Norwegian curriculum, concepts such as 

variables, loops and if-statements are 

mentioned explicitly, while a more basic 

concept such as sequencing is not. In addition, 

no practices, such as debugging, are included. 

Lye and Koh [10] found that research on 

computational concepts dominated over 

computational practices (e.g. how students 

solve programming problems), which again 

dominated over computational perspectives 

(e.g. how students talk about what 

programming means to them or the society). 

Lye and Koh suggest that both teachers and 

researchers should focus more on practices and 

perspectives.  

Interestingly, from a Nordic perspective, 

there is little research on what concepts across 

fields (including, but not limited to 

mathematics, natural science, arts and crafts, 

and music) that are suitable to combine with 

programming, or whether the integration of 

programming with these fields is more a 

question of practice integration.  

Modern programming pedagogy is 

influenced by several, sometimes competing, 

approaches to the topic of how programming 

should be taught [2]. One of the main questions 

is how to structure programming classes. 

Sentance, Waite & Kallia [15] have identified 

that one of the most common ways is through 

traditional lecture style lessons, and also that 

there are several issues with this teaching style. 

Moving away from the lecture style approach 

gives way for more student-active approaches, 

where students can be encouraged to talk and 

use other tools.  

In the programming industry, using spoken 

language to debug code was popularised under 

the term “rubber-duck debugging” back in 2000 

[16]. Little research has been done in this field 

of “talking about code” and reading it aloud in 

professional and educational settings. Based on 

the premises of coding being a social activity 

[9] and that language is one of the most 

important tools for learning [8], this is a gap in 

the literature. Some work has been done, 

however, and several researchers point to the 

importance of using spoken language to bridge 

programming activities [10, 15, 17]. 

The few existing studies have promising 

results. In their research on what they call code 

phonology, Hermans, Swidan and Aivaloglou 



[18] found that there was a correlation between 

a student’s ability to read code consistently and 

accurately out load and their general 

programming knowledge. Kluge et al. [19] 

found that students could present their own 

code using screencasts and that the 

presentations provided a more detailed 

perspective of the students’ understanding than 

the code would on its own.  

Another student-active and interest driven 

approach is the use of makerspace methodology 

[20]. Makerspace methodology follows in the 

line of Papert’s learning theory, where students 

are thought to learn through the construction of 

physical and digital objects.  

Throughout the past decades, we have seen 

several ideas about what students can learn 

through programming. They include thinking 

skills, subject specific and general skills, as 

well as to teach students about our “digital 

world”. However, most of the research on 

programming is based on programming for the 

sake of programming, i.e. to educate 

professional developers. The Nordic approach 

assumes that programming can contribute to the 

learning of other subjects. As is the case with 

many programming pedagogical topics in 

school contexts, also the field of programming 

for the subjects is “underinvestigated” [17, p. 

42]. One of the most known cases of such 

research is on Logo and mathematics [21], but 

there are some more recent examples. 

The project ScratchMaths has shown 

promising results in using Scratch to teach 

primary school children basic mathematics 

skills [22]. In their approach, mathematical and 

programming concepts were taught 

“simultaneously”, using subtle colour coding to 

help students differentiate between the two 

subjects and help them see the connections. 

This is an important point, as Mørch and 

colleagues [20] found that students do not 

automatically connect programming concepts 

with the relevant school subject(s) if this is not 

explicitly pointed out to them. 

As presented in this section, the 

programming literature has several interesting 

lines of research. Since I am applying a 

qualitative, explorative approach in this project, 

and I am still at an early stage of my project, I 

prefer to keep an open mind as to what lines I 

will pursue later based on the affordances of my 

data.  

4. Research design and method 

This qualitative research project is based on 

data from two cases that represent different 

approaches to programming in Norwegian 

schools. See Table 1 for reference. Both cases 

involve the empirical study of programming 

interventions in Norwegian schools, and follow 

design-based research methodology [23]. 

The first case is situated in the elective 

programming subjects in Norwegian secondary 

and upper secondary school, and the purpose of 

the case to explore the first and main research 

questions. We employed a digital tool called 

Scrimba, which is an instructional tool, a code 

editor, a screen recording tool, and a learning 

management system, and, in our case, a 

research data collection tool.  

Students and teachers from six schools 

participated in the intervention. We explore the 

making and use of screencasts (screen 

recordings) in different ways, for example to 

structure lessons and in assessment. The 

screencasts capture the students’ programming 

activities as a process, including how the 

students describe and discuss their code.  

The second case involves underachieving 

gifted/talented students attending a natural 

science class intervention where they 

incorporate programming and making in 

science. The aim of this case is to explore the 

second and main research questions. Potential 

participants are tested using the Wechsler 

Intelligence Scale for Children (WISC) test, to 

identify students who can be defined as 

underachieving gifted/talented students, but 

this is not emphasised in my PhD project.  

During the intervention, the students are 

invited to make digital and physical 

programmed artefacts with the aim of 

developing understanding of natural science 

concepts. Approximately 40 students 

participated in the first iteration, and more are 

recruited for the second iteration, which is 

starting during the autumn of 2021.  

As both research projects are design based 

projects, I aim to contribute to both theory 

development and the development of 

pedagogical practices that are more “hands on” 

useful for the practice community. 

 

 

 

 



Table 1 
Case comparison 

 Case 1 Case 2 

Student age 13-19 12-16 

Programming 
rationale 

Programming 
as subject 

Programming 
as learning 
tool 

Context 
Elective 
course in 
school 

Elective 
course for 
gifted 
students 
across schools 

Main 
pedagogical 
tools 

Interactive 
screencast 
technology 

Makerspace 
technology 

Data 
collection 

Video/audio 
recordings in 
classrooms, 
semi-
structured 
interviews, 
screencasts 
from 
screencasting 
software 

Video/audio 
recordings in 
classrooms, 
semi-
structures 
interviews, 
screen 
recordings 
from digital 
classroom 
environment 

N (students) 134 ~200 

4.1. Data collection 

Data from both cases is/was collected using 

participant observation, screen recordings and 

interviews. Observations are collected using 

field notes (meta-data), video cameras, 

microphones, and screen recording software.  

This will enable me to capture both what the 

students are saying, with whom they are 

talking, how they use their bodies/gestures to 

communicate, what digital and physical objects 

they are interacting with as well as what they 

are constructing. It is vital that the students are 

encouraged to interact and work together in 

order to capture these conversations. The 

student assignments are designed for working 

in pairs to assure that I may collect interaction 

data, but in the first case, there are also students 

who have worked alone and have recorded their 

own, individual screencast explanations.  

In both cases, we used (or intend to use) a 

voice- and tool-focused approach to video 

recordings, informed by our theoretical 

perspective. This is achieved by a particular 

focus on the relative placement of video and 

audio recording hardware in the classroom, 

where cameras are placed so that we capture 

events on the students’ screens and the shared 

physical space between the students and their 

persons, enabling us to capture e.g. gestures and 

how the students potentially move the shared 

laptop computer or other physical tools 

between them. A table microphone ensures 

good quality voice recordings.  

Interviews held individually and/or in 

groups using a semi-structured approach, may 

provide a meta-cognitive perspective.  

The first case is formally concluded, 

meaning no more data is collected. Data 

collection in the second case started during the 

autumn of 2020, and there is available data 

from the pilot project that is relevant [20]. 

Because of the Covid-19 pandemic, the 

2020/2021 academic year interventions in the 

second case were conducted digitally, 

providing considerable challenges forcing all 

case participants to adapt. This has also affected 

my project and research questions. We have 

started conducting the next iteration in a 

physically co-located classroom, which may 

provide opportunities for comparing the 

iterations and cases on even more conceptual 

levels, which I have not started exploring as of 

now.  

4.2. Data analysis 

The data will be analysed using a qualitative 

approach. I will look at interactions themselves 

(i.e. the contents and organisation of 

conversations and other social acts) using 

interaction analysis (IA) [24]. Typically, this 

means to look for recurring and/or exceptional 

“episodes” and sequences of turn taking 

contributing to meaning making, and 

organising them into themes that conceptualise 

the events in the episode [25]. However, as the 

students are interacting with digital and 

physical tools and may be using gestures (both 

physically and digitally) to communicate, these 

actions are also considered parts of the 

interaction to analyse. This is in line with a 

Vygotskyan view on mediational tools as 

essential parts of learning processes.  

The primary data therefore consists of the 

video observations and screen recordings, as 

these best capture the complex processes we are 

studying. The interviews are a secondary data 

source that may support or challenge what we 

observe in the classrooms.  



As the two cases include relatively large 

amounts of data (tens of hours of video data), it 

will be necessary to reduce the data to those that 

are most relevant for the research questions. 

This means that I will focus on data were the 

students are actively engaged in programming, 

over episodes that are e.g. mainly teacher 

oriented or where the students are engaged in 

other types of activities. 

Both the cases are parts of larger research 

projects where other researchers employ 

several analytical tools and data sources to 

answer different research questions. My project 

differs in that I employ the same analytical tools 

across the two cases. 

4.3. Research quality 

Although there is some overlap, the cases 

have distinct takes on programming in school. 

Instead of viewing this as mainly a challenge, 

the cases provide an opportunity to investigate 

contrasting approaches to programming 

pedagogy. 

One challenge, particularly about 

generalisation to the general population of 

students who are expected to learn 

programming within the mandatory subjects 

following the new curriculum, is that the 

participants do not represent “typical students” 

in the Norwegian school, as they have all opted 

in to take part in the elective programming 

subjects. Furthermore, all the students in the 

second case belong to the group of 

underachieving gifted/talented students. This 

brings about some methodological challenges, 

but also the opportunity to study programming 

with students that are likely to be motivated. It 

is possible to assume the challenges we might 

experience with the participants can be even 

bigger when programming is implemented in 

mandatory education for everyone. 

In the second case, the coronavirus 

pandemic had a big impact on the first iteration 

of the interventions. This has provided an 

opportunity to study the learning of science 

concepts using digital tools such as “Microbits” 

and programming, in a digital classroom, but 

there are challenges on how the data from the 

digital iteration will compare with the second 

round.  

One way we ensure the research quality in 

the complex case contexts, is by developing 

codes and then viewing data separately as 

researchers to ensure a level of inter-coder 

reliability.  

5. Preliminary results and 
discussion 

In this section, I will briefly describe my 

preliminary findings and discuss these and the 

current state of the project. I will frame this 

discussion using the research questions, starting 

with the sub-questions and moving on to the 

main research question.  

Sub-question 1: How does interactive 

screencast technology support digital and 

social learning practices in computer 

programming classes?  

In the first case, we are exploring 

affordances of different modes of using 

integrated screencast technology [19].  The 

most promising results include how making 

screencast code presentations may create new 

learning opportunities for the students, as 

presented in our short-paper [26]. We have 

observed episodes where students work 

collaboratively on developing code and how 

switching to a screencast recording “mode” of 

working, e.g. creating a screencast as cultural 

tool, changed how they talked, edited and tested 

code. Recording a screencast is not simply a 

representation of a learning process, but is 

connected to particular cultural practices. This 

interrelationship between activity framing, talk, 

code changes and other development actions 

will be explored further, and is especially 

interesting for comparison with the case where 

another level of abstraction is added, namely 

the explicit goal of subject learning through 

programming.    

Sub-question 2: How are learning processes 

supported by programming as an intermediate 

tool between physical making and conceptual 

knowledge in a digital science classroom? 

Although the digital classroom of the Covid-

19 pandemic has caused several problems such 

as technical difficulties, students dropping out, 

and changes to the activities in the intervention, 

we have seen signs of how programming may 

be a bridge between the individual, concrete, 

physical artefacts the students made, and the 

social and digital classrooms where interactions 

and teaching took place. The students could not 

manipulate other students’ physical artefacts or 

work together on creating common physical 

artefacts as they would in a physical classroom, 



but they could share and manipulate code in the 

online classroom environment [27]. I will 

continue to explore the role of programming 

and screen sharing practices as tools for 

supporting the students’ learning.  

Main research question: How do computer 

programming classes and integrated 

subject/programming classes compare as 

learning arenas? 

With this research question, I intend to 

compare the two approaches to programming 

(traditional approach, and Nordic approach), 

and explore in what ways they differ and how 

the interdisciplinarity of the Nordic approach is 

expressed through the students’ learning 

processes, and how this differs from the 

traditional approach.  

In some respects, the pandemic made the 

cases more similar, as the collaboration 

activities in both cases were, in large, mediated 

by what the students saw and did on the screen. 

Currently, data from the two cases are being 

analysed separately, but I intend to do a 

comparative analysis once I am more familiar 

with the separate data sets. 

Preliminary findings are mostly empirical, 

but with deeper analysis, I hope to develop 

these into more refined models or theories, that 

may contribute both to the research field of 

learning to program and programming to learn, 

but also the practice of how and why.  
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Abstract  
This investigation aims at developing an Open Educational Resource (OER) to the learning of 

research methods in doctoral programs in Technology-enhanced Learning (TEL). Under the 

methodological approach of Educational Design Research, it consists of three phases: context 

analysis, development and formative evaluation, and semi-summative evaluation. Preliminary 

results from the first phase revealed that design-based research is the most used research method 

in TEL and also the one that PhD candidates and PhD holders need more training. Considering 

this, in the second phase, the OER prototype about design-based research was designed and 

developed using the H5P plugin on Moodle, where it was possible to insert some gamification 

strategies. At first, only a section about one research method was developed, so that this 

prototype can be formatively evaluated before developing the whole course on research 

methods. At the moment, the formative evaluation is being planned to encompass three cycles 

of assessment. In the first cycle, the scientific content will be validated by experts; in the second, 

a survey will be conducted with master’s and PhD students; and finally, there will be focus 

groups with professors, researchers and PhD students. In the last phase, a semi-summative 

evaluation of the whole course will be performed to make the last adjustments to the OER and 

finally implement and disseminate the results in doctoral programs in TEL. 
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1. Introduction 

As information technologies have advanced 

and been more accessible, a vast number of 

digital resources have become more available 

for those involved in education. Teachers have 

been using the Internet to spread their materials 

and courses, and content in digital format has 

largely increased. Yet, most of these materials 

are not open to be freely reused, shared or 

remixed. With the purpose of overcoming these 

barriers, the Open Educational Resource (OER) 

movement was founded to encourage and 

enable anyone to reuse and share content in an 

open manner.  

OER can be defined as any teaching, 

learning or research materials that make use of 
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open licensing that permits their free reuse, 

remix and sharing for educational purposes [1]. 

These educational materials must be under 

open licenses or reside in the public domain, 

free of copyright restrictions, to give users free 

permission to adapt and reuse them [2]. Wiley 

[3] claims that content is open not only when it 

is freely available to be used in other contexts. 

It is open when it gives everyone permission to 

engage with the material through different 

activities, known as the 5R: retain, reuse, 

revise, remix, and redistribute. The types of 

materials can vary from videos, images and 

textbooks, to podcasts, games, and courses [1].  

There are some motivations for educators, 

institutions and governments to be involved 

with the development and sharing of OER [4, 5, 



6]. Educators, for example, are able to share 

content as well as reuse and adapt it according 

to their context, optimizing their time in 

creating materials from scratch [7]. 

Consequently, by reusing and sharing these 

resources, there might be an improvement in 

their quality, and the costs of content 

development can be reduced, which can be a 

benefit to the institutions. From the 

governmental perspective, OER projects make 

learning more accessible to society, particularly 

to nontraditional groups of learners, bridging 

the gap between non-formal, informal and 

formal learning [4, 5, 6].  

However, according to [8], educators from 

higher education institutions are still resistant to 

embracing the use of OERs and open 

educational practices. Besides, there is a lack of 

technical skills to select and remix OER 

appropriately and a lack of awareness regarding 

copyright issues among academics [5, 7]. A 

survey conducted by the Doctoral Education for 

Technology-enhanced Learning (DE-TEL) 

project has also shown that OERs are not 

popular among PhD candidates and PhD 

holders. When asked which learning sources 

they used to deepen their knowledge on TEL 

topics, doctoral training topics and research 

methods, OERs were the least voted, being 

courses in the PhD program, academic 

publications and supervisor help among the 

most voted learning sources.  

Nine European universities and the 

European Association for Technology-

Enhanced Learning (EA-TEL) created the 

Doctoral Education for Technology-enhanced 

Learning (DE-TEL) project with the aim at 

identifying the best practices in doctoral 

programs in TEL, developing a proposal for a 

new program and developing sustainable Open 

Educational Resources (OERs) [9]. The OERs 

will encompass modules on research methods 

and key topics in TEL, such as Artificial 

Intelligence in education and mixed and 

Augmented Reality for TEL.  

This thesis, in particular, focuses on the 

development of OERs to doctoral education 

training and, as a contribution to the DE-TEL 

project, the OERs are going to cover the 

research methods for doctoral programs in 

TEL. Our main research question is which 

characteristics should an OER developed for 

doctoral education training have in order to 

make its use more engaging? and our objectives 

are:  

1. to analyse the use of OERs in doctoral 

education training; 

2. to identify which characteristics can 

contribute to make OERs an engaging 

solution to doctoral education training;  

3. to develop an OER to the learning of 

research methods in doctoral programs in 

TEL;  

4. to evaluate the developed OER on 

research methods in doctoral programs in 

TEL. 

 

In the following sections the methodological 

approach and some preliminary results are 

going to be presented. 

2. Research methodology 

This investigation is being developed under 

the Educational Design Research 

methodological approach. Its planning consists 

of three phases [10, 11]: (1) context analysis, 

(2) development and formative evaluation, and 

(3) semi-summative evaluation. Each phase 

will be explained in the next subsections. 

2.1. Context analysis 

In the first phase, named context analysis, a 

systematic literature review (SLR) is going to 

be carried out. The main goals of this SLR are 

to analyse the use of OERs in doctoral 

education training and identify the main 

challenges and barriers when adopting OERs in 

higher education, especially in doctoral 

programs.  

Furthermore, a survey will be conducted 

among PhD candidates, researchers and 

practitioners who study and/or work in the field 

of TEL, the context of this study, to identify 

which characteristics can contribute to make 

OERs an engaging solution to doctoral 

education training. The survey will be divided 

into four sections. In the first section, there will 

be questions related to personal background. 

The second section is going to be adapted from 

[12] and ask how relevant some characteristics 

are when searching for content for doctoral 

education training. 

Sections three and four will regard the 

factors and formats that would make the 

participant more likely to select a particular 

resource when searching for content. These 

sections are going to be adapted from a survey 



developed by the Hewlett-funded OER 

Research Hub, an open research project based 

at The Open University (UK) [13]. At the end 

of each section, there will be an open-ended 

question in case participants need to add any 

additional comments. 

The data from the closed-ended questions 

will be analysed through descriptive analysis on 

SPSS, and the data from the open-ended 

questions will be analysed through content 

analysis on NVivo, if necessary. 

2.2. Development and formative 
evaluation 

In the second phase, called development and 

formative evaluation, the conceptualization, 

design and development of the OER prototype 

will be carried out considering the previous 

results from the first phase. Since one of the 

objectives of the DE-TEL project is to develop 

OERs on research methods and key topics in 

TEL, this study will focus on the development 

of OERs on research methods.  

First, a prototype is going to be developed. 

This prototype will go through cycles of 

formative evaluation with PhD candidates, 

professors and researchers in the field of TEL, 

and as feedback is being received, adjustments 

and improvements will be carried out.  
At the moment, we are studying the 

instruments and techniques and also searching 

for some validated questionnaires and scales to 

formatively evaluate the OER prototype. This 

formative evaluation will probably consist of 

three cycles, as presented in Table 1. As the 

feedback is being received from each cycle, 

adjustments and improvements will be carried 

out before starting the next cycle. 
 
Table 1 
Cycles of the formative evaluation 

Cycle What? Who? How? 

1st  scientific 
content 

3 experts  message 
by email  

2nd  general 
aspects 

20 PhD 
students  

UEQ + 
self-design 
questions  

3rd general 
aspects 

DE-TEL 
partners 
and PhD 
students 

focus 
groups 

 In the first cycle, there will be a validation 

of the scientific content of the prototype. Three 

experts in research methods are going to be 

contacted via email to validate the content. The 

main goal of this cycle is to verify if the content 

is appropriate to the learning of research 

methods in doctoral programs in TEL and make 

the necessary adjustments, before starting the 

second cycle. To guide the experts’ validation, 

there will be a survey with questions asking if 

the content is useful, relevant, accurate, 

reliable, sufficient and if it meets learners’ 

needs. There will also be an open-ended 

question for additional comments.  
In the second cycle, the general aspects of 

the prototype will be evaluated with twenty 

PhD candidates. They are going to answer a 

survey consisting of the User Experience 

Questionnaire (UEQ) and a self-design 

questionnaire. 

According to Díaz-Oreiro et al. [14], 

although AttrakDiff has appeared five years 

earlier than the UEQ and is the questionnaire 

that counts the most uses since 2006, UEQ has 

surpassed AttrakDiff in uses per year in 2017 

and 2018. Conducting a quick search on Scopus 

using the search query “user experience 

questionnaire” and “attrakdiff”, it is possible to 

visualize in Figure 1 that this tendency was kept 

in 2019, 2020 and has also continued in 2021 

(data until July). 

 
Figure 1: AttrakDiff versus UEQ 

 

Díaz-Oreiro et al. [14] also report that 

standardized user experience questionnaires 

were used in combination with other evaluation 

instruments, such as self-design questionnaires. 

As we intend to apply a self-design 

questionnaire as a complement to the 

standardized questionnaire, we chose to use 

UEQ over AttrakDiff because AttrakDiff is 

applied on its website (attrakdiff.de), without 

the possibility of adding other groups of 

questions. Using UEQ, we will add it on 



LimeSurvey together with other questions from 

our self-design questionnaire. On the website 

ueq-online.org, it is possible to download the 

UEQ in more than 30 languages and a tool is 

also available on an Excel file, completely free 

of charge, to facilitate the data analysis. 

As a complement to the UEQ, the self-

design questionnaire will encompass some 

open-ended questions, such as the most positive 

and negative aspects of the prototype in their 

opinion, and suggestions for improvement. 

These data will be analysed through content 

analysis on NVivo. 

The data collected in this second cycle will 

be triangulated with the data from the 

participants’ access to Moodle, where the OER 

is going to be integrated. On Moodle, it is 

possible to visualize if the participants accessed 

the platform, how much time they spent on it, 

which pages they visualized and interacted 

with, which tasks they accomplished, etc. The 

SPSS software is going to be used for statistical 

data analysis. 

In the third cycle, focus groups are going to 

be conducted. The purpose of these focus 

groups is to show some preliminary results and 

shed light on the data collected in the second 

cycle in order to identify the participants’ 

opinions about the prototype. There will be two 

focus groups, one with professors and 

researchers, and another with PhD candidates. 

Each group will have from six to eight 

participants, last from 60 to 90 minutes, and 

will be conducted online, through the Zoom 

platform. The questioning route will include 

questions related to the interactive content 

created with the H5P plugin on Moodle, the 5R 

activities related to OERs, negative and positive 

aspects, and others, to make improvements to 

the prototype. 

After the prototype goes through these 

cycles of formative evaluation, the final version 

of the OER will go through a semi-summative 

evaluation before being disseminated in 

doctoral programs in TEL. 

2.3. Semi-summative evaluation 

In the third and final phase, after we have a 

final version of the OER, a semi-summative 

evaluation is going to be conducted among PhD 

candidates, professors and researchers who 

study and/or work in the field of TEL. A survey 

will be conducted to conclude this investigation 

and make the last adjustments to the OER if 

necessary. The data will be analysed using 

SPSS and NVivo. Finally, the OER is going to 

be disseminated in the doctoral programs in 

TEL in Europe. 

Figure 2 summarizes the methodological 

design of this research: 

 

 
Figure 2: Methodological design 

3. Preliminary results  

This section will present some preliminary 

results regarding the development of the first 

OER prototype on research methods in TEL. 

This first version is being developed using the 

H5P tool and plugin on Moodle to test the 

possibilities of tools that might be useful for the 

development of OER prototypes.  

A survey was conducted by the DE-TEL 

project to collect information on the current 

practices and challenges of doctoral education 

in TEL and find out what topics are useful but 

have few educational resources. The survey 

was conducted among students, PhD 

candidates, researchers, practitioners who study 

and/or work in the field of TEL, between 

December 2020 and March 2021, through the 

online survey tool LimeSurvey whose link was 

available on the DE-TEL webpage (ea-

tel.eu/de-tel/survey). The DE-TEL partners are 

using SPSS and Tableau to analyse the 

collected data. 

Preliminary results have revealed that 229 

participants from 40 different countries, most of 

them from Europe, answered the survey. When 

asked to select the item that best described the 

general methodological approach of their PhD 

research, PhD candidates and PhD holders 

reported that design-based research was the 

most used research method, followed by 

quantitative and qualitative methods, as can be 

seen in Figure 3. Regarding the research 

methods that they need more training, design-

based research was also the most selected 



research method by PhD candidates and PhD 

holders, followed by quantitative and 

qualitative methods as well. 

 

 
Figure 3: Research methods use and training 
needs (source: data from the DE-TEL project) 

 

As this research aims at developing OERs 

to the learning of research methods in TEL and 

the preliminary results showed that design-

based research is the most used research 

method and also the one which PhD candidates 

and PhD holders need more training, a 

prototype of the OER module about design-

based research is being designed and developed 

using H5P tool. 
H5P tool (h5p.org), an abbreviation for 

HTML5 Package, is a completely free and open 

technology, which enables anyone to create, 

share and reuse interactive HTML5 content 

more efficiently, without the need for any 

technical knowledge. 

H5P makes it easy to create rich interactive 

content by providing several content types for 

various needs. It is possible to create videos 

enriched with interactions, presentations with 

interactive slides, drag and drop tasks with 

images and text, images with multiple 

information hotspots, single or multiple choice 

questions, interactive books integrating several 

content types, and many others. 

Figure 4 shows an example of the content 

type named drag the words, where it is possible 

to create text-based drag and drop tasks. In this 

activity, learners are asked to drag the 

characteristics of design-based research and 

drop them into the correct explanation. Then, 

they can check their answers to see how many 

responses they got right and a score is 

generated. They can also choose between 

retrying the task or visualizing its solution. 

Figure 4, for instance, presents the solution with 

the correct responses. 

 

 
Figure 4: Example of the content type called 
drag the words 

 

The content type that was adopted in the 

creation of this OER prototype on design-based 

research was the interactive book. The H5P 

interactive book content type allows authors to 

create courses, books or tests, combining 

various interactive content types inside of it, 

such as interactive videos, course presentations, 

questions and much more, through multiple 

pages. Figure 4 illustrates a part of the page 

about the characteristics of design-based 

research. On the left-hand side of the image, it 

is possible to visualize the contents of this 

interactive book. The numbers in the top right-

hand corner of the image indicate the actual 

page and the total pages of the book, 

respectively.  

At the end of the interactive book, there is a 

report displaying the learner’s progress 

throughout the book (Figure 5). There is the 

total score, which is the number of points 

scored by the learner from his/her correct 

answers to the interactive questions; the book 

progress, which is the percentage of the 

visualized pages and the performed interactions 

with the content (it is not possible to get 100% 

of book progress only visualizing the pages); 

and the interactions progress, which is the 

percentage of the content that the learner 

interacted with. On the last page of the 

interactive book, there is also a summary that 

shows the details of the interactions from each 

page. 

 

 
Figure 5: Report of an interactive book 

 
H5P content can be integrated into other 

platforms, such as Canvas, Blackboard and 

Moodle. This content about design-based 

research, specifically, was integrated on the 

open Tech4Comp platform 

(moodle.tech4comp.dbis.rwth-aachen.de/), on 



Moodle, since it is the platform that is being 

used by the DE-TEL project. It is also possible 

to create content using the H5P plugin on 

Moodle. Thus, some editing and complement to 

this material were performed directly on 

Tech4Comp Moodle platform. 

With this prototype, we intend to insert 

some OER characteristics according to the 

answers from the survey which is going to be 

carried out in the context analysis phase. PhD 

candidates, researchers and practitioners are 

going to identify which characteristics can 

contribute to make OERs an engaging solution 

to doctoral training and we are going to insert 

these characteristics into the prototype to see 

how they work. 

4.  Final considerations  

With this investigation, we expect to 

contribute to the practical and theoretical 

understanding of the process related to the 

development of technological solutions and 

innovations to the area of TEL. Design-based 

Research (or Educational Design Research) is 

the most used research method in TEL and its 

process brings both theoretical and practical 

contributions to the area. 

Regarding the practical results, we hope that 

the developed OER can be a useful tool to the 

teaching and learning of design-based research, 

that it helps PhD candidates to deepen their 

knowledge on this research method, and that its 

characteristics can contribute to making its use 

more engaging. 

Theoretically, we expect that the developed 

OER can raise awareness of the importance of 

the adoption and spread of OERs in education, 

mainly among doctoral programs, and that this 

study can support the development of other 

solutions and innovations to the field of TEL. 
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Abstract  
Following the COVID-19 pandemic, as the user-base of online synchronous communication 
systems skyrocketed, the shortcomings of synchronous online learning systems became more 
visible. Any attempt to overcome these shortcomings should be considered worthwhile due to 
the magnitude of potential impact. Improving the quality and addressing the shortcomings of 
online education is more important than ever. The goal of this multidisciplinary study that lies 
in the intersection of the fields of Education Science and Computer Science is to address a 
number of challenges of online education by incorporating AI. This study focuses on 
developing methods and means to ethically collect and use non-verbal cues of participants of 
online classrooms to assist teachers, students, and course coordinators by providing real-time 
and after-the-fact feedback of the students’ learning-centered affective states.  
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synchronized learning, artificial intelligence 
 
  

1. Introduction and motivation 

Online learning provides a means of 
education to students with physical limitations 
or inconvenience to participate in physical, 
face-to-face classroom education. During the 
COVID-19 pandemic, this limitation became 
relevant for all students. Approximately, 1.2 
billion learners were affected by the closure of 
schools at the time of the pandemic [1] and 
educational institutions worldwide made a 
mandatory transition to online/hybrid learning  
[2]. As the utilization of online learning reached 
unprecedented levels, the already-known 
challenges of online education became 
painfully visible for both students (e.g., feeling 
of isolation [3] ) and teachers (e.g., lack of face 
to face interaction with the students [4]). 
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Students’ learning experience and 
performance are highly related to their 
psychological, physiological, and emotional 
states [5]. Teachers can notice when students 
are distracted, confused, tired, etc., and have the 
opportunity to adjust their teaching approach 
accordingly [6], and choose appropriate 
interventions to keep the learning experience of 
the class optimal. However, many teachers who 
gave an online lecture have experienced the 
severe lack of an understanding of the learning-
centered affective states of students in the 
classroom, thus, missing opportunities to 
improve the overall learning experience. This 
also directly impacts individual students. In 
online lectures, students are more prone to 
distractions and use the Internet for purposes 
unrelated to the educational activity [7]. The 
lecturers cannot give timely feedback to guide 



the attention since they do not observe the 
students physically. As a result, the students are 
left alone to manage their learning experience, 
stay motivated, and struggle not to fall behind 
during the educational activity. The underlying 
reason that leads to these challenges is the 
communication modality limitations of video 
conferencing technologies. 

In this study, we build on Media Naturalness 
Theory to examine the limitations of video 
conferencing as a medium of communication 
for online, synchronized education. Our 
objective is to develop artificial intelligence 
(AI) models to detect a multitude of 
components of learning-centered affective 
states (e.g., gestures, micro-expressions, and 
macro-expression) of the learners, and present 
the aggregated information to the teacher and 
the course coordinator in a privacy-protecting 
manner, and provide the individual information 
to the students themselves. 

The remainder of this paper is structured as 
the following. Section 2 sheds light on the 
background and related work. Section 3 lays out 
the details of the overall research methodology. 
Section 4 highlights important discussion 
points such as the theoretical and practical 
implications, and ethical considerations. 

2. Background and related work 

In this section we explain the overall 
methodology that is proposed for this study. 

2.1. Communication modalities 
and Media Naturalness Theory 

Human communication occurs in multiple 
modalities such as voice, speech, facial 
expressions, and body language [8]. One 
important type of human communication is the 
non-verbal communication which is the way of 
conveying information without the use of 
words via non-verbal cues i.e., facial 
expressions and body language [9]. Video 
conferencing platforms fall short in conveying 
non-verbal cues among participants. The 
shortcomings of video conferencing as a 
communication medium can be analyzed and 
improved based on the Media Naturalness 
Theory (MNT). MNT describes the criteria to 
assess the degree of naturalness of a 

 
2  sadness, happiness, fear, anger, surprise, and disgust 

communication medium that partly relates to 
the capability of transmitting body language, 
facial expressions, and natural speech [10]. 
According to this theory, a reduction in a 
medium’s naturalness may lead to a decrease in 
learning effectiveness, and a potential increase 
in ambiguity of the conveyed message [11].  

2.2. Learning centered affective 
states 

Many studies that aim to detect the 
relationship between online learning and 
emotions by  applying emotion recognition 
techniques, use the basic emotions, namely, 
happiness, sadness, fear, disgust, anger, and 
surprise [12]. A plethora of studies that report 
an accurate mapping among facial expressions 
and emotions exist in the literature [13], [14], 
[15]. However, D’Mello in [5] states that the 
basic emotions are quite infrequent in the 
context of learning with educational software 
which raised the need of focusing on the 
learning-centered affective states, such as 
engagement, concentration, boredom, anxiety, 
confusion, frustration, and happiness. In 
contrast to emotion recognition, the mapping 
between facial expressions and learning-
centered affective states has been severely 
understudied [16]. 

The observable non-verbal cues consist of 
gestures and body postures (e.g., head-tilt, nod, 
shake), micro-expressions (e.g., movement of 
inner eyebrows and lips), other expressions 
(e.g., smile, frown, confusion), and other 
activities (e.g., note-taking, active-listening, 
looking-away) [17]. The state-of-the-art facial-
expression recognition (FER) and gesture 
recognition (GR) models use Convolutional 
Neural Network (CNN) and Recurrent Neural 
Network (RNN) hybrid networks [18].  
These models perform discrete/momentary 
measurement (i.e., in short intervals), generally 
on single modality, and they are trained on 
datasets in which the non-verbal cues are 
mimicked by actors (i.e., not naturally 
occurring). As previously mentioned, the 
detection of constructs other than the six 
universal emotions2, such as learning-centered 
affective states does not have a rich literature. 
However, the collection of high-quality data for 
the recognition of learning-centered affective 
states has been the subject of several studies 



that have certain important limitations, for 
instance; focusing only on game-based 
interfaces [19], being explicit to certain ethnic 
groups [20], and having a limited target 
affective set such as the level of engagement on 
a scale [21], and the lack of interest and 
boredom [22].  

In this study, we will bridge this gap by 
improving the CNN-RNN hybrids archite-
cturally by introducing attention layers, 
formulating fitting objective functions, fusing 
data from multiple modalities, and applying 
transfer learning to train models with the multi-
modal data collected from synchronous online 
education settings. 

3. Methodology 

In this section we explain the overall 
methodology that is proposed for this research. 

3.1. Research model 

Active and engaged learning is an important 
model in online higher education. Therefore, 
this study aims at addressing the motivational 
and emotional side of online education, by 
providing information that can assist educators 
to refine the educational activities that they 
have devised. Our aspiration is to utilize 
theories of learning, motivation, and emotion in 
combination to (1) define the relationship 
between learning-centered affective states of 
students and observable non-verbal cues, (2) 
develop specialized multi-modal AI algorithms 
for the recognition of learning-centered 
affective states, (3) and design tools to present 
this information in an actionable way for 
teachers and students to improve the learning 
process respecting the privacy of all 
participants (Figure 1). 
 

Thus, the research questions of our studies 
are as follows: 
1. Which are the specific non-verbal feedback 

needs (e.g., facial expressions) of teachers 
and students in online lectures? 

2. How can we automatically detect non-
verbal cues and translate them to learning-
centered affective states of multiple 
participants in online, synchronous, 
educational activities? 

3. How can we present this information to 
teachers in real-time so that they can take 

actions to positively influence the learning-
centered affective states of the students? 

4. How can we provide students with this 
information so that learning-centered 
affective states are positively influenced? 

5. How can we design a system that is 
ethically sound, that respects privacy 
concerns and keeps all collected data 
secure? 

 
 

 
Figure 1: The research model  

3.2. Approach 

In this study, we will employ Design-Based 
Research (DBR) and experiments throughout 
multiple iterations (Figure 2). Teachers and 
students will be involved in focus groups and 
co-designing of prototypes [23]. The DBR 
iterations consist of literature study, 
requirements elicitation, participatory design, 
and evaluation of the interventions (i.e., 
integrated AI models) in pilot studies of online 
learning. The AI models will be developed 
through experimentation cycles which 
comprise data collection, annotation, algorithm 
development, and model training and 
evaluation. We will collect data from public-
domain video repositories and online lecture 
sessions recorded by us with the informed 
consent of participants. The data will be 
annotated by multiple experts in terms of 
observed non-verbal cues. Consecutively, we 
will develop algorithms, train and test FER-GR, 
and the learning-centered affective states 
recognition AI models on multiple datasets to 
ensure generalizability. We will rely on metrics 
that are commonly used in machine learning, 
i.e., precision, recall, and F-1 measure to 
evaluate the accuracy of our models. Data 
management will be conducted in line with the 
FAIR data principles [24].  

 



 

  
Figure 2: The research approach 
 

We envision the system to provide certain 
information in real-time and after-the-fact to 
various stakeholders for different purposes 
(Table 1). The information flow is targeted at 
specific educational purposes for each party 
involved, with short-term and long-term 
educational benefits. 

 
 
Table 1 
Information flow to the actors of the system 

When  Who What  Why  

Re
al

-t
im

e 

Te
ac

he
r 

Aggregated 
information 
regarding the 
overall 
learning-
centered 
affective states 
of students in 
the classroom. 

Teacher may 
(a) alter the 
teaching 
style and/or 
(b) initiate 
interventions 
(e.g., 
breakout 
rooms). 

St
ud

en
t 

A semiotic 
indicator that 
shows their 
own learning-
centered 
affective 
states, as well 
as suitable 
nudges (e.g., 
pop questions). 

Keep the 
student 
engaged and 
active, 
positive 
influence on 
the learning 
process and 
self-
regulation. 

Af
te

r-
th

e-
fa

ct
 

Te
ac

he
r 

A report that 
shows the 
detected 
learning-
centered 
affective states 
of the overall 
classroom 
matched to 
different parts 
of the 
educational 
activity (e.g., 
slides, 
activities, 
interventions) 
as a timeline. 

 
 
 
 
 
 
Improve 
design of 
educational 
activity and 
delivery 
style. 

Co
ur

se
 C

oo
rd

in
at

or
 Learning-

centered 
affective states 
trend of a 
course 
throughout 
multiple online 
educational 
activities. 

 
Evidence-
based course 
design and 
ensuring 
educational 
quality. 

 
 

4. Discussion 

In this section, we discuss several important 
aspects of this study including the theoretical 
and practical implications, the privacy concerns 
as well as the limitations. 

 

4.1. Theoretical and practical 
implications 

The outcomes of our experiments will 
potentially allow us to gain a deeper 
understanding on how learning-centered 
affective states are indicated by observable 
non-verbal cues, and how these states can be 
related to an effective learning experience. Our 
results will also contribute to the Media 
Naturalness Theory by extending it to cover 
widely used video conferencing platforms and 
tailor it for education scenarios. 



The practical outcome of this study will be 
an analytical platform that is integrated to video 
conferencing clients of the students and the 
teachers. The platform will be able to provide 
feedback both on real-time and after-the-fact 
for all the involved actors in the course: 
students, teachers, and course coordinators 
(Table 1). In real-time, the platform will 
provide the teachers with aggregated 
information regarding the learning-centered 
affective states of the students. This 
information will give the teachers the 
opportunity to respond in different ways such 
as changing the teaching style and/or intervene 
in the course content flow. Students are going 
to receive information regarding their own 
learning-centered states, which they can use to 
self-regulate and be active and engaged. 
Regarding the real-time feedback, the system 
will be designed in a way that optimizes its use 
while taking part in the educational activity. On 
a longer-term aspect, this aggregated 
information will be useful for the teachers and 
the course coordinators as it would play the role 
of an evidence-based course evaluation which 
can be used for future improvement of delivery 
style and course design from the side of the 
teacher and the course coordinator respectively. 

4.2. Privacy 

We acknowledge the privacy-sensitive 
nature of this study. To protect the privacy of 
students, and to prevent a possible misuse of the 
technology, e.g., using the obtained information 
to evaluate students, we design core privacy-
preserving measures to shape our research 
around them. Firstly, all data collection and 
experimentation will be voluntary and with the 
informed consent of the participants. The 
ethical board will be consulted prior to all data 
collection phases. The training data will be 
collected anonymously with no possibility to 
link to individuals. Secondly, the designed 
system will keep sensitive individual data (e.g., 
video) on individuals’ computers. We will use 
a virtual webcam that implements AI models 
and analyzes video data on client computers. 
This feature will also allow students to keep 
their camera off (use avatars or nothing at all) 
while still benefiting from the system. Only the 
processed and anonymized data (i.e., numerical 
representations of non-verbal cues) will be 
transferred, and the teacher will only be 
provided with information that is aggregated at 

classroom-level. Finally, this study solely aims 
at developing a method for improving the 
quality of online education, and not as a way of 
individual assessment of the students or the 
teachers. We are confident that this privacy-
preserving design will not allow any misuse of 
the system. 

4.3. Limitations 

The source of the data in this study will be 
the participants’ cameras, which results in two 
important limitations. First, we cannot observe 
the entire environment of a student, thus, it is 
not possible to differentiate whether the 
observed non-verbal cues of an individual 
student are the result of an event in the 
classroom or an off-task activity. Second, in the 
online classrooms, students are in control of 
their cameras and may refuse to turn them on 
even when the proposed privacy-preserving 
methods are in place. In that case, the proposed 
method is not applicable. 
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Abstract 
Learner-emotions are intrinsically linked with learning experiences and academic 

outcomes. Therefore, intelligent learning environments need to be emotion-aware to bring 

learners to their zone of proximal development. In this paper, we describe the first steps 

towards such a system. In this study, we manipulated task difficulty with the aim of 

detecting the physiological indicators of accompanying emotions, namely boredom/anger 

(during an easy task), enjoyment (during a moderately challenged task) and 

frustration/boredom (during a difficult task). Twenty-one adults (13 females and 8 males, 

Mage = 24.1 years) participated in a repeated- measures quasi-experimental set-up. Data 

were collected via Empatica E4 wristbands and self- reports. Results indicate that varying 

task difficulty may be associated with changes in skin temperature, phasic and tonic skin 

conductance, and heart rate. Findings encourage further exploration and thoughts on study 

design are discussed. 
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1. Introduction and background 
 

1.1. Emotions in learning 
 

Emotions play a significant role in learning 

and this is evidenced by the growing body of 

work on the interaction of learner emotions, 

well-being, and learning outcomes [1], [2], 

[3], [4], [5]. For example, [5] found that the 

induction of positive emotions in learners 

resulted in higher learning transfer, greater 

mental engagement and lower levels of 

reported task difficulty. In another study, [6] 

found that positive emotions (namely 

enjoyment and pride) predicted high learning 

achievements while the opposite was true for 

negative emotions (namely anger, anxiety, 

shame, boredom and hopelessness). Therefore, 

to optimise learning experiences and 

outcomes, it is essential that one takes learner 

emotions into account. In today’s era of digital 

learning, this calls for intelligent learning 

systems that can detect learners’ emotions to 

provide optimally  adjusted support.
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1.2. Theoretical perspectives 
 

In their meta-study that showed strong 

correlations between emotional, cognitive and 

learning processes in e-learning environments, 

[7] suggest fostering optimal levels of 

subjective control (i.e., a learner’s appraisal of 

how much control over a task they have) and 

value (i.e., the value a learner places on a 

task). Their results align with and suggestions 

rely heavily on Pekrun’s [4] Control-Value 

theory that states that the subjective appraisals 

of control and value are central to emotions 

related to learning. For example, if the learner 

sees positive value in a task and has high 

control of actions, they experience enjoyment. 

On the other hand, if they see no value in the 

task, they feel bored irrespective of whether 

they have high or low control. Similarly, if 

learners find themselves unable to control an 

activity, they experience frustration 

irrespective of the value they placed on the 

same. Pekrun’s [4] activity related emotions 

draw on Csikszentmihalyi’s [1] seminal work 

on ‘flow’ – a state of extreme concentration, 

when someone is so engaged in the task at 

hand that they forget the passage of time. Flow 

theory suggests that learners in ‘flow’ 

experience enjoyment and happiness and that 

this is achieved when one not only has a clear 

goal, a sense of purpose and immediate 

feedback, but also a balance of challenge and 

skill (with challenge and skill level being just 

above the average for the person) [1], [8]. This 

in turn shares similarities with one of the most 

significant concepts in learner centric 

education – the Zone of Proximal 

Development (ZPD) [9], which posits that 

learning is optimal when a task is just out of the 

learner’s reach and they have available the 

assistance of a more skilled/knowledgeable 

person. Taking cue from this, in this study, we 

look at emotions in light of learner’s 

perceptions of task difficulty, challenge to 

skill balance, absorption in a task and control-

value appraisals. 

 

1.3. Detecting emotions 
 

Emotion detection has traditionally been 

done through learner reported data [10]. Such 

an approach has several limitations including 

the subjective nature of self-reports and the 

likely temporal mismatch between when an 

emotional state has occurred and data are 

collected [11]. The latter could result in the 

collection of data for another moment in time 

or even inaccuracies when recalling past 

experiences. Consequently, there is much 

interest in alternate approaches to emotion 

detection that can provide objective, time-

specific and reliable data. One approach that is 

notably gaining traction is the use of 

physiological measures to understand 

underlying psychological processes. For 

example, [12] found that emotional valence 

(i.e., the extent to which an emotion is 

negative or positive) was positively related to 

blood volume pulse (i.e., a measure of the 

changes in blood volume flowing through one's 

arteries and capillaries). Skin conductance (i.e., 

skin’s property of conducting electricity) has 

been found to reflect stress during a task [13], 

and emotional arousal [14]. In recent 

educational research specifically, [15] studied 

adolescent girls learning in maker-spaces and 

found that skin conductance was positively 

related to engagement. In another study, [16] 

measured average student heart rates (i.e., the 

number of heart beats per minute) during 

medical school lectures and found a steady 

decline from the start to the end of a lecture. 

They also found that heart rate significantly 

increased during periods of student interaction 

such as group-based problem solving. More 

recently, [17] in a study involving 67 students 

solving statistical exercises of varying 

difficulty found that heart rate and skin 

temperature were significantly related to self-

reported cognitive load and skin temperature 

specifically to task performance. Studies like 

these suggest that these measures are useful 

indicators of challenge to skill balance, 

perceived task difficulty and task absorption 

and can therefore offer a glimpse into learner 

emotions. Physiological signals that can now 

be assessed with portable devices give us 

access to vast amounts of uninterrupted, time- 

specific and objective data points, thus 

bringing us closer to understanding a learner’s 

emotional state in real-time. However, 

research is still at a nascent stage and there is 

value in advancing the body of literature on 

the same (e.g., [18], [19], [20]). 

 

2. Research aims of present study 
 

The present study is the first step in our 



research project that is geared towards 

developing an intelligent learning system that 

adapts to a learner’s emotions so as to bring 

them to their ZPD. Therefore, this paper 

focuses on emotion detection. To this end, a 

repeated-measures quasi- experimental design 

was adopted wherein physiological data in 

combination with self- reported measures were 

used to detect emotional states. The 

physiological signals investigated in the study 

were skin conductance, skin temperature, 

blood volume pulse and heart rate. Emotional 

states were elicited primarily through the 

manipulation of task difficulty in a digital 

learning environment designed to teach 

programming skills. This manipulation (see 

Methods) was done with the expectation that it 

would lead to differences in learners’ 

perceptions of challenge to skill balance, task 

absorption and therefore emotions. Drawing on 

the ideas of Csikszentmihalyi [1] and Pekrun 

[4] and past studies on psychophysiological 

measures, several conjectures were made: 

1. For the task that was too easy, 

learners would perceive a mismatch 

between challenge and skills and 

have low absorption in task. Based on 

their appraisal of control over and 

value of the task, they would 

experience either boredom (no 

value, high control) or anger 

(negative value, high control). 

Boredom being a deactivating 

emotion (i.e., one that is associated 

with low arousal) would be 

associated with low skin 

conductance and heart rate. Anger on 

the other hand being an activating 

emotion (i.e., one that is associated 

with high arousal) would be 

associated with high skin 

conductance and heart rate. 

2. For the task that was too difficult, the 

expectation was that learners would 

perceive a mismatch between 

challenge and skills and have low 

absorption in task. Based on control 

and value appraisal of the task, they 

would either experience frustration 

(positive/negative value, low 

control) or boredom (no value, low 

control). Unlike boredom, frustration 

being an activating emotion would 

be associated with high skin 

conductance and heart rate. 

3. For the task that was neither too 

difficult nor too easy, it was  

expected that learners would 

perceive a balance between the 

challenge and their skills and have 

high task absorption. An appraisal of 

high control and high value of the 

task would be associated with a 

positive emotional state (i.e., 

enjoyment). Enjoyment being an 

activating emotion would be 

associated with high skin 

conductance and heart rate.We also 

expected blood volume pulse to be 

an indicator of  emotional valence 

[12] and skin temperature to be high 

during the difficult task [17]. 

Emotional states were also elicited through 

a sample taken from the Open Affective 

Standardised Image Set (OASIS) [21] 

(described in Methods). The hypothesis was 

that the valence and arousal associated with the 

different images would be reflected in the 

physiological signals. Therefore, these could 

act as reference points when interpreting 

emotions during the programming tasks. 

Thus, this study aimed to detect 

psychophysiological indicators (if any) of 

learner emotions associated with tasks of 

varying difficulty. 

 

3. Methods 
 

3.1. Participants 
 

Participants consisted of 21 (13 females 

and 8 males, 19-32 years old, Mage = 24.14 

years) university students and working 

professionals based in the Netherlands. The 

sample consisted of persons of 6 nationalities 

and different educational levels (11 bachelor 

students, 1 bachelor’s degree holder, 8 master’s 

degree holders and 1 PhD student). All 

participants had at least working knowledge of 

English and basic computer skills. Participation 

was voluntary and active consent had been 

received from all participants before the start 

of the experiment. 

 

3.2. Materials 

3.2.1. Primary stimuli set – 
programming tasks 



In the learning environment [22], 

participants programmed instructions by 

joining blocks of code to control a red ‘robot’ 

(see Figure 1). The goal was to make the robot 

reach the end of its path by coding its trajectory. 

Paths could be 5-, 10- or 15-step, each requiring 

a longer or more sophisticated piece of code 

than the previous. The environment also had a 

free-play ‘Sandbox’ mode, in which 

participants were free to explore the 

environment in any way they wanted – there 

was no specific aim to this activity. Three 

tasks of varying difficulty were designed 

within the learning environment. The 

moderately challenging task was to complete a 

5-, 10- and 15-step path (see Figure 2) within 

10 minutes. The easy task was to do a 5-step 

path over and over again for 10 minutes. The 

difficult task was to ‘decipher the aim and rules 

of the Sandbox’ and ‘complete it successfully’ 

in 10 minutes. This was considered ‘difficult’ 

because the Sandbox mode does not actually 

have a tangible goal or rules, thus making the 

task a wild goose chase (however, participants 

were not aware of this fact). User responses 

during pilot testing of the environment and 

tasks concurred with these expectations. 

 
 

 
Figure 1: In the digital learning 
environment, participants selected blocks 
of code (left pane), edited and joined them 
to form a piece of code (center pane) that 
would move the red robot to the end of its 
path (right pane) 

 

 
Figure 2: In the learning environment, one 
could either code to make the red robot 
reach the end of its 5- (Top-Left), 10- (Top-
Right) or 15-step (Bottom-Left) path, or 
explore freely in the Sandbox mode 
(Bottom-Right) 

 

3.2.2. Baseline-
measurement     stimulus 

 

A video with the instructions, “Sit still 

and relax” was displayed for 5 minutes. At 

the 4 m 50s mark, an audio signal indicated 

the end of the rest period. At this point, the 

phrase “I feel: ” followed by a smiley meter 

(described in a subsequent sub-section) 

appeared on the screen for 10 seconds. 

 

3.2.3. Secondary stimuli set – 
images 

 

A set of 35 500x400 pixel images – 13 

positive (for example, a puppy in a teacup), 

10 negative (for example, garbage) and 12 

neutral (for example, a tiled roof) were 

sampled from OASIS [21]. The value 

given to these images was based on 

participant-reported valence in the original 

study. While sampling, graphic and 

sexually explicit images were excluded. The 

images were presented one after the other 

with intermittent 5 s pauses wherein a blank 

screen was inserted. Each image was 

displayed for 10 seconds. On the 6th 

second, a smiley meter (described in a 

subsequent paragraph) along with the 

phrase “This photo makes me feel…” 

appeared below the image and stayed 

visible till the end of the 10th second. 

 



3.2.4. Hardware and software set 
up 

 

Physiological data were collected using the 

biosensing wristband E4. The E4 makes use of 

an electrodermal activity sensor that measures 

sympathetic nervous system arousal via 

stainless steel electrodes that are placed on the 

ventral wrist. This arousal is quantified in 

terms of skin conductance which is measured 

in microSiemens (µS) and sampled at 4 Hz 

(i.e., 4 readings per second). Skin temperature 

was collected in degree Celsius (°C) via the 

E4’s infrared thermopile sensor at a sampling 

frequency of 4 Hz. Blood volume pulse was 

collected from the E4’s photoplethysmography 

(PPG) sensor placed on the dorsal wrist and 

was sampled at 64 Hz. Heart rate (calculated 

per 10 s) was derived from blood volume 

pulse. In addition to this, acceleration data 

(indicating movement) from the E4’s 

accelerometer were collected at 32 Hz. All data 

were streamed to Empatica’s cloud-based 

repository via an android application set up on 

a mobile phone which in turn was connected 

via Bluetooth to the E4. The internal clock of 

the E4 was synchronised with that of the 

computer on which the stimuli were loaded. A 

screen recorder was set up on the computer so 

as to capture timestamps of the different 

stimuli and digital behaviour during the 

programming tasks. A handheld timer was 

used to facilitate and keep track of the different 

activities in the study. 

 

3.2.5. Self-reports 
 

Self-reported data were collected using 

several tools: 

Smiley meter: A five point smiley meter 

[23] was used to collect participants’ 

perception of different stimuli during the 

study. Participants were expected to reflect on 

how the stimulus (a programming task, a 

baseline activity or an image) made them feel 

and point to the smiley that best represented 

their emotional state. The scale was used 

unmarked to avoid putting specific affect-

related words into the participant’s head. 

Short flow scale (SFS) and task difficulty 

scale: A 20-item short flow scale [24] was used 

as a self-report of experiences during the three 

programming tasks. The SFS has 2 sub-scales, 

‘Challenge to skill balance’ (Chal2Skill) (11 

items) and ‘Task Absorption’ 

(Task_Absorption) (9 items) [24]. Since the 

two statements in the scale , “It was boring for 

me” and “My attention was not engrossed at 

all by the activity” were negatively framed, 

they were recoded. Testing for reliability, we 

found Cronbach’s α = .92, α = .79 and α = .91 

of the SFS for the moderately challenging, 

easy and difficult task respectively. Reliability 

tests were also performed for each subscale 

‘challenge to skill balance’ (‘Chal2Skill’) and 

‘task absorption’ (‘Task_Absorption’). We 

found that the sub-scales Chal2Skill and 

Task_Absorption had a) Cronbach’s α = .95 

and α = .74 respectively, for the moderately 

challenging task, b) α = .91 and α = .93 

respectively, for the easy task, and c) α = .88 

and α = .90 respectively, for the difficult task. 

Consequently, new variables valued as the 

mean of each subscale were computed to be 

used for further analyses. It is important to 

note that low and high Chal2Skill ratings denote 

an imbalance of challenge and skill (i.e. a task 

is too difficult or a task is too easy, 

respectively) and a moderate Chal2Skill rating 

denotes a balance of challenge and skill. 

Another self-report measure used after the 

programming tasks was a one- item scale on 

perceived task difficulty (henceforth referred to 

as the Task_Difficulty scale). The scale 

consisted of the following item – ‘Was this task 

1) Too easy 2) Easy 3) Just right 4) Difficult 5) 

Very difficult?’ 

Interview: An audio-recorded face-to-face 

semi- structured interview was conducted at the 

end of the study to glean participants’ 

experiences during the experiment. 

Participants were asked how they were feeling 

at the start and end of the study, if they could 

describe their experiences during the different 

programming tasks and baselines, and their 

rationale for selecting a particular smiley on 

corresponding smiley meters. 

 

3.3. Procedure 
 

This study took place during the Covid-19 

pandemic. Consequently, participants received 

hygiene and safety guidelines by e-mail and 

the experimental space and all equipment were 

sanitized before each use. On the day of the 

study, participants were individually seated in 

a closed lab space set up to minimize external 

distractions. Demographic data of participants 



namely age, sex, nationality, handedness, prior 

knowledge in programming and educational 

level were collected. Participants then received 

a general outline of the experimental set-up, 

procedure, tools and expected code of conduct. 

Once ready, they were fitted with the 

Empatica E4 on their non-dominant hand to 

mitigate the effects of hand movements, 

making sure that the wristband’s sensors made 

complete skin contact and the electrodes for 

skin conductance detection were in line with 

the gap between the middle and ring finger. 

The E4 was then switched on, and readings 

were checked to see that a stable connection 

had been established. Participants then faced a 

computer screen with their non-dominant hand 

either on their lap or on the table. Participants 

first watched an instructional video outlining 

the components of the learning environment 

and how to navigate it. They were then guided 

by the baseline video during which they sat 

still and could either look at the computer 

screen or the white wall behind it, or keep their 

eyes closed. Then participants proceeded to do 

the three programming tasks one after the 

other. The completion of the tasks was 

followed by another baseline reading, then a 

viewing of the images and a third and final 

baseline reading. After each baseline, 

programming task and image, participants 

indicated their emotional state on the smiley 

meter. Thus for each participant, a total of 41 

smiley meter ratings were collected. 

Meanwhile, the researcher kept time, took 

notes and checked that the wristband was 

collecting a continuous stream of data. 

Participants then filled three copies of the SFS 

and Task_Difficulty scale, once for each 

programming task, were interviewed and 

finally debriefed about the purpose of the 

study. Figure 3 shows the experimental 

procedure. 

 

 

Figure 3: Study procedure 

 

3.4. Data pre-processing 
 

Blood volume pulse, heart rate, skin 

conductance and skin temperature readings 

were obtained as separate files. These were 

combined using a Python program that took 

the earliest and latest time stamps and 

interpolated all readings between the two. This 

involved bringing all data capturing times to a 

0.25 second temporal resolution (in keeping 

with the 4 Hz sampling rate of the 

electrodermal activity sensor). Timestamps for 

various user actions and events (i.e., start and 

end of a stimulus) were obtained from screen 

recordings and added to these data. These 

were used to determine the duration of time 

windows to be analysed. Baselines were 

computed as the start of the baseline video to 

the reading just before the appearance of the 

smiley meter. The duration of an image 

stimulus was coded as the moment the image 

was displayed to the moment just before the 

appearance of the smiley meter. Task duration 

was 10 minutes unless a participant took less 

time to complete a task. All continuous 

physiological readings falling within a time 

window were averaged. These were then 

standardised by subtracting from them the 

average of all the baseline readings. Further 

analyses were performed using these 

standardised values. 

Skin conductance was pre-processed using 

the MATLAB (The MathWorks, Inc., Natick, 

MA, U.S.A. ) software package ‘Ledalab’ 

(version 3.4.9 http://www.ledalab.de). Signal 

pre-processing included decomposition to its 

two components, phasic skin conductance 

(rapidly changing signal) and tonic skin 



conductance level (slow-moving signal), using 

the continuous decomposition analysis method 

[25] and feature extraction. Feature extraction 

was done using a threshold of 0. 01 µS. Phasic 

signal features that were extracted were 

namely onset and amplitude of non-specific 

significant skin conductance responses 

(nSCRs). These were used to compute nSCR 

frequency (nSCR/min) for each programming 

task. Baseline nSCR frequency was computed 

as the average of all three baselines. Taking 

cue from Pijeira-Díaz et al. (2018), phasic skin 

conductance was computed as a categorical 

variable with 3 values: 0 (low nSCR frequency 

– 0 to 3 SCR/min), 1 or (medium nSCR 

frequency – 4 to 20 nSCR/min) and 2 (high 

nSCR frequency – 21 and above nSCR/min). 

Tonic skin conductance data was extracted as 

a continuous variable. 

 

4. Results 
 

To answer the exploratory question of 

whether we could detect psychophysiological 

indicators (if any) of learner emotions 

associated with tasks of varying difficulty, we 

made comparisons across the three tasks and 

deviations from the baseline. We used linear 

mixed models while controlling for 

acceleration and demographic data. Pairwise 

comparisons were computed having applied 

Bonferroni correction. Across tasks, we found 

a significant variation in skin conductance 

[F(3, 60) = 15.09, p = 0.00] , heart rate [F(3, 

60) = 9.61, p = 0.00] and temperature [F(3, 

60) = 3.13, p = 0.03]. Please refer to Figures 4, 

5 and 6 for more details. 

 

Figure 4: SC at baseline (B) was significantly 
higher than that during the easy (E) [mean 
difference = 0.62, p = 0.00], moderately 
challenging (M) [mean difference = 0.38, p = 
0.02] and difficult (D) tasks [mean difference = 
0.76, p = 0.00]. SC during the moderately 

challenging task (M) was significantly higher 
than that during the difficult (D) task [mean 
difference = 0.38, p = 0.02]. 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Heart rate during the moderately 
challenging task (M) was significantly 
greater than that during the baseline (B) 
[mean difference = 4.22, p = 0.00], easy (E) 
[mean difference = 4.02, p = 0.00] and 
difficult (D) tasks [mean difference = 5.33, p 
= 0.00]. 

 

 

 

 

 

 

 
 
 
Figure 6: Temperature during the easy (E) 
task was significantly higher than that 
during the baseline (B), [mean difference = 
0.33, p = 0.03]. No significant changes during 
the moderately challenging (M) and difficult 
(D) tasks were observed. 

 

Results indicated no significant changes in 

blood volume, F(3, 60) = 1.20, p = 0.32 and 

tonic skin conductance, F(3, 66) = 1.46, p = 

0.23. 
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Relationships between physiological data 

and appraisals of challenge to skill balance, 

task difficulty and task absorption were 

explored. To do this, demographic data were 

included as fixed factors and participant was a 

random factor in the linear mixed model. We 

found no effect of Chal2Skill (F(1,   38.04)   =   

0.79,   p   =   0.38), Task_Absorption   (F(1, 

37.61) = 0.06, p = 0.81) and Task_Difficulty 

(F(4, 36.06) = 0.10, p = 0.98) on phasic skin 

conductance. We also found no effect of 

Chal2Skill (F(1,   33.69) = 1.97,  p   =   0.17), 

Task_Absorption  F(1, 33.58) = 0.46, p = 0.50) 

and Task_Difficulty (F(4, 33.35) = 0.96, p = 

0.44) on heart rate. No significant effect of 

Chal2Skill (F(1, 34.88) = 1.45, p = 0.24), 

Task_Absorption (F(1, 34.61) = 1.45,              

p = 0.24) and Task_Difficulty                    

(F(4, 33.96) = 0.93, p = 0.46) was found on 

blood volume pulse. Chal2Skill (F(1, 38.60) = 

1.29, p = 0.26), Task_Absorption (F(1, 38.22) 

= 0.80, p = 0.38) and Task_Difficulty (F(4, 

36.37) = 2.09, p = 0.10) had no significant 

effects on temperature. Chal2Skill was found 

to have a positive effect on tonic skin 

conductance (β = 0.43, t(36.96) = 2.93,           

p = 0.00, 95% CI [0.13, 0.73] and 

Task_Absorption was found to have a 

negative effect (β = -0.37, t(37.38) = -3.56,    

p = 0.00, 95% CI [-0.59, -0.16]). There are 

some indications that Task_Difficulty ratings 

negatively affect tonic skin conductance: For 

Task_Difficulty = 1, β = -2.27, t(34.67) =        

-4.33, p = 0.00, 95% CI [-3.34, -1.21], for 

Task_Difficulty = 2, β = -1.20, t(33.77) =     

-2.48, p = 0.02, 95% CI [- 2.19, -0.22], for 

Task_Difficulty = 3, β = -0.88, t(34.70) =     

-2.09, p = 0.04, 95% CI [-1.74, -0.03] and for 

Task_Difficulty = 4, β = 0.036, t(34.91) = 

0.12, p = 0.90, 95% CI [-0.56, 0.63].  

Next, to examine whether the valence of 

(OASIS image-induced) emotions would be 

reflected in physiological data, relationships 

between the latter and smiley meter ratings for 

images were analysed. We found no significant 

relation between smiley meter ratings and 

tonic skin conductance levels [F(4, 677.72) = 

1.63 , p = 0.17 ] , blood volume pulse [F(4, 

654.02) = 0.97 , p = 0.42 ], heart rate [F(4, 

683.29) = 1.66 , p = 0.16 ] and skin 

temperature [F(4, 676.20) = 1.37 , p = 0.24 ]. 

Feature extraction from phasic skin 

conductance data corresponding to the image 

stimuli resulted in no significant SCRs for 

practically the whole dataset (except 1 to 2 

images of few participants). 

Finally, we also evaluated the stimuli, i.e., 

examined whether participants perceived the 

programming tasks as they were intended to 

be (namely, task 1 – moderately challenging 

and positive-emotion inducing, task 2 – too 

easy, negative-emotion inducing, and task 3 

– too difficult, negative-emotion inducing). 

We used linear mixed models while 

controlling for demographic data. Results 

indicated significant differences in Chal2Skill 

ratings [F(2, 40) = 43.59, p = 0.00]. The 

average Chal2Skill rating for the moderately 

challenging task exceeded that of the difficult 

task (mean difference = 1.43, p = 0.00), while 

that of the easy task was greater than that of the 

moderately challenging (mean difference = 

0.76, p = 0.01) and difficult task (mean 

difference = 2.20, p = 0.00). We found 

significant differences in Task_Difficulty 

ratings [F(2, 39) = 40.97, p = 0.00]. As 

expected, Task_Difficulty ratings for the 

difficult task were greater than those of the 

moderately challenging task (mean difference 

= 1.86 , p = 0.00) and easy task (mean 

difference = 2.60, p = 0.00), while ratings for 

the moderately challenging task were higher 

than those for the easy task (mean difference = 

0.75, p = 0.05). No significant differences in 

Task_Absorption ratings were found [F(2, 40) 

= 2.15, p = 0.13]. We also found no significant 

differences in smiley meter ratings for the 

different tasks, F(2, 46) = 1.14, p = 0.33. This 

is corroborated by the interviews in which 

several participants exhibit recall bias at the 

time of responding to the smiley meters. For 

example, one participant provided a low 

smiley meter rating despite having enjoyed the 

task simply because they felt disappointed at 

not being able to complete it on time. In 

another case, a participant displayed agitation 

through most of the task period but gave a 

high rating because they managed to 

understand the task towards the end. 

Consequently, smiley meter ratings for the 

tasks were not included in any other analyses. 

During the interviews, some words used to 

describe experiences during the moderately 

challenging task were “confused”, 

“challenging”, “enjoyable” and “fun”. Some 

participants (n = 5) described feeling slightly 

stressed or frustrated when they could not find 

a solution at the beginning, but feeling better 

afterwards. Some (n = 4) displayed 

disappointment at not being able to complete 



the task. Talking about the easy task, most 

participants (n = 13) mentioned its repetitive 

nature or described being bored at some point 

during the task. While describing their 

experience during the difficult task, most 

participants (n = 11) mentioned frustration, 

annoyance, a sense of hopelessness or 

incompetence. 

 

5. Discussion 
 

In this study, we attempted to detect 

physiological indicators of learning related 

emotions by using multimodal data from a 

biosensing wristband and self-reports. To this 

end, we presented participants with an easy, 

moderately challenging and difficult task with 

the expectation that these would be associated 

with different emotions. It was expected that 

during the easy and difficult tasks, participants 

would experience negative emotions 

(boredom/frustration/anger). This negative 

emotional state would be associated with a 

combination of low blood volume pulse and 

either low skin conductance and heart rate, or 

high skin conductance and low heart rate. We 

also expected that during the moderately 

challenging task, participants would experience 

a positive emotional state (i.e., enjoyment), 

which in turn would be associated with high 

blood volume pulse, skin conductance and 

heart rate. Results show that participants in 

general had lower phasic skin conductance and 

heart rate during the difficult task as compared 

to the moderately challenging task. In fact, 

heart rate during the moderately challenging 

task was also higher than that during baseline 

and the easy task. On the other hand, no 

significant differences in blood volume pulse 

were found. The findings of high heart rate and 

phasic skin conductance during the moderately 

challenging task align with our expectation of 

indicators of enjoyment. Similarly, low phasic 

skin conductance, tonic skin conductance and 

heart rate during the difficult task could 

indicate boredom. While we did not see high 

skin temperatures during the difficult task as 

expected, indications of high skin temperature 

and tonic skin conductance levels during the 

easy task could indicate anger [26], [27]. These 

indications of enjoyment, boredom and anger 

also align with our expectations based on the 

control-value theory [6]. However, a 

comparison with self-reports and certain 

limitations of the study (discussed below) 

suggest that more evidence is required to 

ascertain whether all these physiological 

changes are indeed due to the emotional 

stimuli. 

The biggest limitations of this study are the 

fixed order of the programming tasks and a 

lack of sufficient evidence to ascertain clear 

relationships between all the physiological 

signals and self- reports. Therefore, we cannot 

write off order-effects and there is a great 

likelihood that the changes in physiological 

signals are simply due to the passage of time. 

Also, there is the issue of obtaining clear 

self-reports on emotions. In this study, data 

from the smiley meters did not add value to the 

analysis. The decision to use a smiley meter 

was to ensure that we did not put words into 

participants’ heads. However, this resulted in 

not having direct measures of learner emotions 

and having to make inferences based only on 

learner appraisals of task difficulty, challenge 

to skill balance and task absorption. We also 

gathered that the 10 minute intervals between 

smiley meter ratings on the programming tasks 

were likely too long as several participants 

displayed recall bias. Since these limitations 

warrant further research, in our next study, we 

will tweak our design to ensure increased 

reliability of our findings. Firstly, we plan to 

randomise the order of tasks for each 

participant. And secondly, we will collect 

regular and intermittent reports during the task 

(for example, every 3 to4 minutes) on a more 

sophisticated scale such as the Affect Grid 

[28]   or Self-Assessment Manikin [29]. 

The use of physiological measures of 

emotion detection has important theoretical 

and practical implications. As mentioned 

earlier, the vast majority of studies in learner 

emotion have utilized self-reported data [10]. 

These include the building of significant 

educational theories such as [6]. An approach 

utilizing multimodal data including 

physiological data (such as what we do in this 

study) opens up the possibility to test such 

theories in a more robust manner and advance 

our knowledge base on learner psychology. 

Additionally, such studies take us closer 

towards realizing intelligent systems that can 

detect and therefore cater to the emotions of 

learners. The results of the present study thus 

contribute towards the field of emotions in 

learning. 

 



6. Conclusion 
 

In the present study, we found indications 

that certain learner emotions related to 

different task difficulties may possibly be 

characterised by a combination of phasic and 

tonic skin conductance, heart rate, and skin 

temperature. Such a psychophysiological 

approach to emotion detection can open the 

doors to real- time adaptive support that can 

bring learners to their zone of proximal 

development and consequently greatly 

improve learning outcomes. Therefore, though 

the results of the present study are far from 

definitive, we see value in advancing research 

in this area. Our next steps include a) 

furthering our exploration of signals collected 

from the E4 after including design changes 

derived from this study, b) exploring other 

nonintrusive measures of learner engagement 

such as camera based eye tracking and screen 

activity, c) developing a multimodal system of 

emotion detection, d) prototyping an adaptive 

system based on affective feedback. 
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Abstract  
Training psychomotor skills for human-robot interaction is generally done with a human trainer 
educating the human on how to handle the robot effectively and interact with it safely and 
efficiently. The dynamic interaction between a robot and a human requires complex machine 
learning algorithms to be modeled, and these algorithms rely on a large amount of data to be 
trained. Such data are collected by sensors when a human interacts with a robot. Consequently, 
the data must be annotated by an expert. Finally, with the annotated data, a psychomotor skills 
training model can be created to assist the training process. This is a time intensive and costly 
process. To ease the costs and cut down collection time, we propose the use of data 
augmentation. 
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1. Introduction 

Psychomotor skills constitute an essential 
element of human-robot interaction. The 
development of psychomotor skills requires 
hands-on practice. In most cases, the practiced 
skills need to be executed repetitively by the 
learner in order to, for example, build muscle 
memory and support further skill development. 
Moreover, structured instructions and feedback 
facilitate the learning process and allow safe 
performance of the practiced skills. Thus, an 
educational model for psychomotor skill 
training needs to support the timely 
communication of the instructions and 
feedback and must define how these 
instructions and feedback are presented to the 
learner. The educational model also supports 
the evaluation of the learning outcome. 
Currently, doing this in a remote manner makes 
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the learning process ineffective and inefficient, 
usually hindering the beginner's learning 
progress. The project MILKI-PSY aims at 
improving the remote learning process of 
psychomotor skills. In this study, the data will 
be collected using the multimodal pipeline 
framework [1] which is used to handle 
multimodal data specifically. 

Human-robot interaction describes the 
process of a human interacting with a robot in a 
shared physical environment. In certain cases, 
the human and the robot operate in a 
cooperative manner. To ensure a safe, efficient, 
and effective interaction requires training of 
both the robot and the human counterpart. 
Training humans in the handling of industrial 
robots is usually done by a human trainer. To 
assist the training of psychomotor skills, we 
propose a pedagogical approach. The goal of 
our pedagogical model is to facilitate a safe, 
effective, and efficient learning environment 



for the learner. Particularly, in this study, we 
focus on a collaborative assembly task between 
a human operator and an industrial robot in 
which they cooperate as depicted later in figure 
2. 

In this paper, we first go over the related 
work in the field of human-robot interaction. 
Then, we present three research questions that 
we aim to address in this Ph.D. research. Next, 
we will discuss how we are going to achieve 
this in the methodology part. Finally, we 
conclude with the expected impact and a 
discussion at the end of this paper.   

2. Related work 

Human-robot interaction is a field dedicated 
to understanding, designing, and evaluating 
robotic systems that interact with humans. 
Interaction, by definition, requires 
communication between the interacting parties, 
i.e., robots and humans. The communication 
between robots and humans may take 
completely different forms depending on the 
distance between them. Goodrich and Schultz 
[2] categorizes human-robot communication 
into two; proximate communication in which 
the communicating parties share the same space 
(physical or virtual) and remote communication 
where those parties are apart. In this study, we 
focus on an assembly task where the human 
operator shares the physical space with the 
robot. In our remote learning scenarios, we rely 
on immersive technologies where there is no 
physical robot but the operator and the virtual 
robot still shares the same virtual environment. 
Thus, the method of communication between 
the parties is proximate.  

Training in human-robot interaction 
gradually becomes more important for the next 
generation of robot systems. Particularly, in 
cases of remote training or additional training 
outside of the conventional teaching methods, a 
user-friendly interface should be used [3] to 
improve the learning process. This user 
interface should be designed differently 
depending on the communication category. 

 Immersive user interfaces such as AR and 
VR model the behavior of the human and robot 
agents. The development of such behavioral 
models heavily uses machine learning 
techniques that rely on a large amount of data. 
Such data can be collected via environmental 
sensors and cameras that capture the activities 

of human and the robot while they interact. 
When expensive machines like industrial robots 
are used, data collection becomes costly and 
effort-intensive. In such environments the 
number of robots available for data collection 
purposes is also a limitation. Having a limit of 
one or two robots is not uncommon in data 
collection. On the other side, for most data 
collection, the limiting factor might be a 
machine-operating human which naturally is 
limited in the amount of data they can collect in 
a full day. To address the issue of data 
collection we propose data augmentation which 
is a family of techniques that allows us to 
synthesize realistic data. 

Formally, data augmentation can be defined 
as techniques aiming at the creation of synthetic 
data [4] for the expansion of the size and/or the 
diversity of the dataset [5]. A sub-field of data 
augmentation is domain randomization [6]. 
Domain randomization can expose the machine 
learning model to many different variants of the 
same problem [7][8] and therefore, train the 
model more robustly. Another sub-field of data 
augmentation is domain adaptation, which aims 
to mitigate the covariate shift problem given 
that training and evaluation sets derive from the 
same distribution. Studies exist in the literature 
that indicate using domain adaptation can 
positively impact the performance of the 
machine learning model, especially in the 
domain of human pose detection for activities 
[5]. 

Using machine learning to categorize 
complex psychomotor activity data for 
educational purposes has been done before. For 
example, Spikol et al. [9] used multimodal 
learning analytics to collect and provide 
different data about the interaction between the 
learner and the system. In cases where the 
number of potential activity categories is 
significantly limited, such as the CPR tutor 
from Di Mitri et al. [10] and the table tennis 
tutor by Mat Sanusi et al. [11], using data 
augmentation might only marginally increase 
the results and therefore might not be feasible 
due to the initial workload that those algorithms 
take. On the other hand, human-robot 
interaction is a complex task and therefore 
might greatly benefit from data augmentation.  
  



3. Research questions 

The following research questions are the 
focus of this Ph.D. research. First of all, it is 
important to know what the current status in 
teaching human-robot interaction is and how 
humans are trained to handle industrial robots. 
This requires an extensive review of the 
literature that focuses on teaching humans how 
to use and operate robots. 

1. What are the common practices and 
mistakes in human-robot interaction 
when handling industrial robots? 

In order to allocate common practices in 
teaching human-robot interaction, it is crucial 
to know what kind of instructions are given by 
the trainer and what kind of feedback is 
received by the trainee. Moreover, we also aim 
to examine the effect of various training 
approaches (i.e., static, variable, and dynamic) 
on the trainees learning progress. Secondly, 
this study addresses current technologies that 
can support the training of psychomotor skills 
and facilitate the teaching of human-robot 
interaction. 

2. What technological support is 
achievable in educational human-robot 
interaction? 

When looking at technologies, the focus of 
this research relies on what existing 
technologies cover both robots and humans and 
also what kind of machine learning 
technologies are available. In this study, we 
will utilize immersive technologies that vary in 
terms of level of intrusion. For example, the use 
of a head-mounted display to provide feedback 
to the learner in an augmented reality setting 
has a lower level of intrusion than a completely 
simulated learning environment. Thirdly, it is 
important for this research to focus on the 
identification and classification of common 
mistakes made during psychomotor skills 
training with robots.  

3. How can data augmentation assist the 
successful replication of common 
mistakes and how can we measure this 
impact? 

To address this research question, we will 
consult experts in training humans on how to 
interact with industrial robots and classify the 
common mistakes that can take place. Then we 
will explore how we can augment data in a 
meaningful manner to replicate common 
mistakes.  

4. Methodology 

 In this study, first we conduct a systematic 
literature review in the following fields of 
research: which are used in the domain of 
educational technologies. 

 
1 Educational human-robot interaction  
2 Technologies in human-robot interaction 
3 Semi-supervised learning models 
4 Data augmentation – Domain 

randomization 
 
The first research field is educational 

human-robot interaction and it refers to the 
education of humans in handling industrial 
robots. This includes the common training 
practices as well as common mistakes the 
trainee makes during the interaction. In this 
study, we will use an industrial robot to 
assemble a box in cooperation with a human as 
seen in figure 2. First, the human learner will be 
trained on how to interact with the robot 
appropriately. Then, the learner will be 
instructed on the specifics of the assembly 
steps.  

The second research field is the technologies 
used in human-robot interaction. This addresses 
data augmentation and domain randomization 
which are both active fields of development, 
and research papers about these topics in the 
domains of 3D pose detection [5] and object 
detection [4] are released frequently in recent 
years. 

After the systematic literature review, the 
next step will be to design a theoretical 
framework. This framework includes the 
design for an immersive training environment 
specifically for psychomotor skills training. We 
will use the four-component instruction design 
(4C/ID) [12] method to create our framework. 
In 4C/ID, the design is split up into four 
different components. The first component is 
the learning tasks which aim at integrating 
skills and show a high variability of practice. 
The second component is the supportive 



information which focuses on the performance 
of non-routine aspects of learning tasks. It is 
specified per task class and always available 
throughout the whole learning process. The 
third component is the part-task practice. This 
aims to provide additional practice for 
individual routines selected by either the trainer 
or trainee. The last component is procedural 
information. Procedural information specifies 
how to perform routine aspects of a task, for 
example by giving step-by-step instructions. 
This procedural information is presented just in 
time during training and is gradually less 
present with the increasing expertise of the 
trainee. In the case of designing a system for 
human-robot interaction, we will use 4C/ID to 
teach the human learner different aspects of 
handling industrial robots. 4C/ID provides a 
framework to handle non-repetitive tasks which 
include task non-specific repetitive elements. 
The psychomotor skills training in human-robot 
interaction has similar non-repetitive tasks 
which we are focusing on in this research.  

The overall process of this research 
methodology is design-based research as 
illustrated in figure 1. The steps of design-based 
research include analysis, design, development, 
implementation, evaluation, and reflection. In 
contrast to predictive research, design-based 
research uses an iterative process. This means 
after evaluating the results, the entire process 
can be iterated based on the ADDIE (i.e., 
analysis, design, development, implementation, 
evaluation) model [13]. While a generic 
ADDIE model jumps from the evaluation step 
directly to the solution of the problem [14], this 
approach includes a reflective phase whereby 
all previous steps are examined and refined for 
the next iteration. This reflection and 
refinement of problems, solutions, methods, 
and design principles systemically tries to 

accommodate for innovative solutions for real-
life problems [15]. 

In this study, we use machine learning to 
extrapolate from collected data and model the 
dynamic human-robot interaction environment. 
The process of data collection can take many 
forms. Using the physical environment for data 
collection has positive and negative aspects. On 
the positive side, collected data naturally 
captures and expresses the task that the robot 
has to perform. On the negative side, the data 
collection task has certain limitations such as, 
the availability and the speed of the robot and 
human, the limited amount of human-robot data 
collection stations (in most cases one or two 
robots), and the expected tiredness of the 
human. In order to counter these problems of 
data collection, we will be exploring data 
augmentation. 

We are planning to develop multiple 
prototypes over the course of this research. The 
first prototype will be designed specifically for 
the human-robot interaction where both sides 
have to cooperate in order to assemble a box 
together. This prototype will use a virtual robot. 
In the prototype, the human learner can interact 
with the virtual robot which is a simulated 3D 
model visible through a camera or head-
mounted display. 

5. Expected Impact 

By using data augmentation and generating 
synthetic data for modeling human-robot 
interaction, we expect the machine learning 
model to perform equally or better than a 
machine learning model trained on physical 
data alone. We also expect the data collection 
process to be faster and reusable in future 
applications. Examining the impact of data 
augmentation for psychomotor skills training in 

Figure 1: Design-based research (DBR) synthesis combined by DBR-models from Amiel & Reeves 
[15] and De Villiers & Harpur [14]. Showing the iterative research process in the domain of educational 
technologies 



human-robot interaction, we hope to find a 
reliable and safe approach for training humans 
how to handle industrial robots. 
 

 
Figure 2: Recent human-robot interaction 
example with the industrial robot YuMi 
interacting with a human operator to assemble 
a box. 

 

6. Conclusion 

The training of psychomotor skills is 
imperative for an effective, efficient, and safe 
human-robot interaction. In this paper, we 
propose an educational approach towards the 
psychomotor skills training of humans in 
handling industrial robots. Our educational 
approach includes timely instructions and 
feedback as well as supporting immersive 
technologies. The development of such 
technologies requires machine learning 
techniques that rely on a large amount of data. 
However, it is costly and effort intensive to 
collect data in such settings where the 
availability of the robots is limited. To address 
this challenge, we propose the use of data 
augmentation.  

We are going to investigate the impact of 
data augmentation on the performance of the 
machine learning models that represent the 
interaction between the human and the robot in 
a physical environment. In this study, we are 
going to conduct an extensive literature review 
in the domains of education for human-robot 
interaction, technologies used in human-robot 
interaction, and data augmentation. Then, a 
theoretical framework will be designed and an 
immersive training prototype will be 

developed. This prototype will be implemented 
and evaluated in the training environment. 
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Abstract  
The coordination of psychomotor skills requires deliberate practice and techniques, all of which 

are typically taught in a physical setting, where instructions and timely feedback are given by 

the teachers. However, doing so remotely is commonly inefficient and ineffective, therefore, 

hindering the learner's progress. Sensors and immersive technologies enable the collection of 

multimodal data and the creation of immersion, respectively. These technologies have been 

widely used to further improve the learning outcome, especially in the psychomotor domain. In 

this paper, we present our research on designing an immersive training environment for remote 

psychomotor skill training and investigating how such an environment can be used for training 

skills in different psychomotor domains.  
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1. Introduction 

The global pandemic event of Covid-19 has 

affected various learning and teaching activities 

acutely. This necessitates the notion of online 

learning or e-learning in which web 

conferencing tools (e.g., Zoom, Teams) are 

widely utilised by teachers and students for 

classroom activities. However, this is rarely the 

case for psychomotor skills development as 

they require hands-on practice. Psychomotor 

skills need to be physically executed, in most 

cases, repetitively to the extent that the muscle 

memory is trained, which will automate the 

muscle movements [1]. Furthermore, the 

presence of teachers is needed in order to 

explain, demonstrate, and assess certain 

procedures. To achieve this, the human learning 

model has to be in a structured form where 

instructions are well-defined, and feedback can 

be given to ensure that the tasks are performed 
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in a correct manner, which include safety and 

effectiveness. Timely and consistent feedback 

from the teacher is essential for the learner to 

avoid developing improper techniques during 

training, thus ensuring the desired goal can be 

achieved in a shorter time [2]. However, doing 

so in a remote manner makes the learning 

process ineffective and inefficient due to the 

lack of modalities such as haptic feedback or 

3D full-body perception, hence impeding the 

learner’s progress. Due to this, psychomotor 

skill learners and teachers have been 

substantially affected.  

Nowadays, educational technology and 

artificial intelligence (AI) researchers are 

progressively embedding sensor technologies 

for the collection of multimodal data, and 

machine learning approaches for tracking 

learners' behaviour and progress in authentic 

learning contexts. The combination of these 

technologies introduces new technological 



affordances that can be leveraged in the 

psychomotor education, especially in a remote 

manner, to further improve the learning 

outcome. 

Multimodality is a theoretical assumption 

that can be applied to provide more structure in 

sensors for exploring learning. The general idea 

of multimodality in learning comes from the 

theory of embodied communication. Based on 

this theory, humans use their whole bodies to 

communicate with each other, applying various 

channels to exchange messages such as 

gestures, facial expressions, prosody, etc. [3]. 

Subsequently, the trend of multimodality has 

been employed in human-computer interaction. 

Sensor-based multimodal interfaces allow the 

monitoring of different modalities and have 

been applied in various domains to improve 

learning [[4], [5], [6]]. 

While the multimodal approach helps to 

improve the psychomotor learning outcome, 

designing virtual training environments adds 

immersion to the learning activity. As such, 

immersive learning technologies such as virtual 

reality (VR), augmented reality (AR) and game 

elements enable the creation of virtual training 

environments or simulations that typically 

consist of nearly, if not entirely, realistic 

physical similarity to an actual learning context. 

Herrington et al. [7] stress that the learning 

environment and designated tasks create the 

conditions for the “True” immersion. Hence, it 

can be argued that the instructions and feedback 

provided by the learning environment should be 

pragmatic for the learners to learn to perform 

the tasks in a correct manner; for example, 

personalised feedback (human-teacher-like) to 

create immersive learning experiences. 

Intrinsically, virtual training environments 

allow the learner to actively interact with the in-

game objects which may create more 

engagement and increase motivation for the 

learner when performing tasks. 

In this research, we aim to design and 

implement an immersive training environment 

for psychomotor skills using immersive 

technologies which will be integrated with 

sensor technologies and AI, in order to deliver 

instructions and feedback to learners in a 

meaningful manner. Furthermore, we intend to 

investigate the effectiveness of the system and 

whether it can be applied to train skills in 

different psychomotor domains. The 

development of this system provides an early 

and significant step towards combining 

immersive technologies and sensor 

technologies in a multi-sensor setup for 

collecting multimodal data and giving 

immediate feedback in an immersive training 

environment in which learners can use to 

improve their psychomotor skills 

independently. 

The paper is structured as follows. In 

Section 2, we present related studies that utilise 

sensors for the collection of multimodal data 

and immersive training environments for 

immersion, and to what extent they are used in 

the psychomotor domain. Next, we explain our 

research questions in Section 3. Subsequently, 

in Section 4, we visualise and describe the 

research model and methods of this study. 

Finally, in Section 5 we discuss the expected 

outcomes of our study in theoretical and 

practical implications, followed by the 

conclusion.  

2. Related work 

2.1. Sensors in psychomotor 

learning 

Sensor technologies are increasingly 

becoming more portable and increasingly used 

in psychomotor training, enabling efficient 

methods for the acquisition of performance 

data, which allows effective monitoring and 

intervention. That being said, such devices have 

been explored to provide support in the learning 

domain. For example, Schneider et al. [8] 

analysed 82 prototypes found in literature 

studies based on Bloom’s taxonomy of learning 

domains (psychomotor, cognitive, and 

affective). Their research suggests researchers 

and educators to consider utilising sensor-based 

platforms as reliable learning tools for reducing 

the workload of teachers and, therefore, 

contribute to the solution of many current 

educational challenges. 

Motion sensors such as accelerometers and 

gyroscopes are predominantly used to acquire 

motion data to recognize human activities, 

especially in the psychomotor domain. These 

sensors are commonly combined and used in a 

synchronized manner to achieve a higher 

accuracy of detecting not only simple but 

complex activities as well [9]. This enables the 

collection of multimodal data and provides a 

more accurate representation of the learning 

process [10]. Furthermore, multimodal data can 



be collected using various sensors such as 

wearable sensors, depth camera sensors, 

Internet of Things devices, etc. 

For instance, Schneider et al. [4] designed a 

system to support the development of public 

speaking skills using the Kinect v2 depth 

camera sensor to track the skeletal joints of the 

learner's body and the HoloLens headset to 

provide feedback in real-time when mistakes 

are detected while presenting. Limbu et al. [11] 

developed a system to teach basic calligraphy 

skills, which uses the pen sensor in Microsoft 

Surface tablet and EMG sensors in a Myo 

armband to provide feedback to learners during 

practice. It also allows the calligraphy teacher 

to create an expert model, which the learners 

can later use to practice and receive guidance 

and feedback based on the expert model. 

To better understand learners’ performance, 

educational researchers are progressively using 

machine learning approaches to classify 

activities based on the multimodal data 

collected. For instance, in the medical domain, 

Di Mitri et al. [5] investigated how multimodal 

data and Neural Networks can be used for 

learning Cardiopulmonary Resuscitation skills 

by utilising a multi-sensor system comprising 

of a Kinect v2 and a Myo armband. In the sports 

domain, Mat Sanusi et al. [6] applied the same 

framework as the previous author by using 

built-in accelerometer and gyroscope sensors in 

a smartphone and also a Kinect v2 to detect 

forehand table tennis strokes during training. 

Both study results show a high classification 

rate of the activities when combining the 

sensors, emphasising the importance of a 

multimodal approach in classifying complex 

activities. 

In this research, we aim to use a multi-

sensory system (e.g., wearable technologies, 

depth cameras) with the help of machine 

learning to help learners improve their 

psychomotor skills. We intend to have a 

theoretical framework that can be used for 

training skills in one psychomotor domain and 

subsequently applied in multiple domains. 

2.2. Immersive training 
environments 

Immersive learning technologies such as VR 

and AR are progressively becoming a 

significant medium for psychomotor training. 

Due to the substantial improvement and 

development in recent years, such technologies 

are being used in various psychomotor 

domains, including sports, physical training, 

rehabilitation therapy, and much more. These 

technologies transport individuals into an 

interactive training or learning environment, 

either virtually or physically, to replicate the 

authentic learning context of a specific skill. 

For example, Song et al. [12] designed and 

implemented an immersive VR environment 

for teaching tennis using high-definition 

stereoscopic display, robust and accurate 

hybrid sensor tracking, shader-based skin 

deformation, intelligent animation control, and 

haptic feedback mechanism. The authors 

reported that, through these technologies, a 

real-time immersive tennis playing experience 

is achieved. Potentially, the system can be 

scaled to adapt various application cases such 

as other sports game simulations and even 

military training simulations. 

Ali et al. [13] experimented with multiple 

VR fitness applications (e.g., VR Fitness, 

VirZOOM, BOXVR) for physical training such 

as walking, running, and jogging. In addition, 

they implemented a mobile application that 

uses built-in sensors such as an accelerometer 

and gyroscope for motion detection. As a result, 

they achieved up to 82.46% of accuracy and 

thus, described the effectiveness of VR 

technology in physical training, which is 

helpful for the development of psychomotor 

skills. 

In our research, we aim to incorporate 

immersive technologies into the mix for the 

creation of immersive training environments to 

enhance the immersive experience of the 

learner in the learning setting. Our grand vision 

is to have a theoretical framework with a 

structured human learning model (feedback and 

instructions) within these immersive training 

environments that can be applied to not only 

one but also multiple psychomotor domains. 

3. Research questions 

Based on the problem identified and the 

related work analysed, we aim to investigate the 

following research questions (RQs): 

1. What level of technological support 

(technology) is available in the 

literature and appropriate for delivering 

effective instructions and feedback 



(pedagogy) to the learners in 

psychomotor training? 

Fundamentally, it is crucial to identify the 

most promising pedagogical approaches in 

psychomotor skills learning that can be applied 

in multiple psychomotor domains. 

Furthermore, with technologies that have been 

widely used to improve the learning outcome in 

recent years, we survey the state-of-the-art of 

technology that may potentially be helpful for 

our research. Therefore, a systematic review 

will be carried out for these two processes and 

thus, answer our RQ1. The outcome of 

answering this question would be the 

theoretical framework of the system. 

2. How can we create an immersive and 

information-rich (remote/self-learning) 

training environment for psychomotor 

skills that deliver effective instructions 

and meaningful feedback to the 

learner? 

Subsequently, we design and implement a 

virtual training environment based on the 

theoretical framework retrieved from RQ1. The 

instruction and feedback systems should be 

given in a realistic manner to create immersive 

learning experiences. Therefore, it is vital to 

research how can we maximise the system’s 

effectiveness in providing feedback and 

instructions. This includes the framing of 

interaction and the appropriate modalities for 

instructions and feedback. Consequently, we 

can investigate the effectiveness of the system: 

can the system help learners improve their 

skills during training? 

3. To what extent can we generalise our 

training framework to multiple 

psychomotor domains? 

Finally, we explore if the system can, both 

theoretically and practically, be adapted and 

applicable in multiple psychomotor domains. 

More exercise routines and common mistakes 

of the selected applications cases will be 

identified to suit the system's needs. Hence, it is 

crucial to know what are other possible 

application cases that the new system can be 

used to train related psychomotor tasks and can 

the system effectively help learners learn 

different psychomotor skills? 

4. Methodology 

4.1. Research methods 

It is essential for this research to follow a 

methodological approach for designing, 

developing, testing, and evaluating such a 

system. Hence, we conduct our research based 

on the Design-based Research (DBR) 

approach, a common iterative methodological 

approach for prototypical solutions. In the 

context of our research, we combined two DBR 

models from Amiel & Reeves [14], and De 

Vielliers & Harpur [15], which are used in the 

domain of educational technologies. 

Figure 1 shows the phases of the DBR 

approach for this research, and the following 

subsections explain each of the phases. 

 

1. Problem analysis: In the first phase, a 

systematic literature will be reviewed to 

determine the importance of the problem and 

identify the current theory on the immersive 

multimodal environments in the psychomotor 

domain. Furthermore, the selection of 

application cases will be made in this phase. 

With these approaches, we are analysing the 

problem and defining research goals. The 

outcome of this step is a detailed research 

proposal containing goals and evaluation 

criteria. 

 

2. Design solution: A theoretical framework 

is proposed based on the results from the 

systematic review, identifying the most 

promising pedagogical model in psychomotor 

training and the technologies that can be 

contributed to such a model. Our conceptual 

model (see Figure 2) states how we transfer the 

theoretical framework into our system design, 

suggesting to address the problem from phase 

1. 

 

3. Develop solution: The next phase is the 

implementation of the immersive training 

environment that serves the research purpose. 

The development of the system is based on the 

theoretical framework proposed in phase 2. The 

outcome is an innovative and functional 

immersive training environment system with 

the integration of immersive technologies, 

sensor technologies, and AI that aims to address 

the challenges of remote psychomotor training 

and help us achieve our research goals. 



 

4. Evaluate in practice: Subsequently, in the 

next phase, focus group experiments involving 

the teachers/experts will be carried out for  

qualitative analysis to gather important 

details that can be added to the system. Further, 

a user test will be conducted to reveal essential 

aspects of how the system can be improved. 

Additionally, questionnaires and surveys for 

the quantitative analysis are helpful to provide 

a general idea of how users perceive the 

interaction between the system. The refinement 

of the system should then be followed involving 

the teachers/experts to ensure that the system is 

ready to be tested with the learners in the real-

world setting. Then, the data is collected and 

analysed to answer the research questions and 

to construct design principles. 

 

5. Reflection, dual outcomes: 

Practical: This phase enhances the 

implementation of the solution. As reflection 

occurs, new designs can be further developed 

and implemented, which leads to an ongoing 

sub-cycle of the design-reflection process. 

Theoretical: It is imperative to keep detailed 

records during the design research process 

concerning how the design outcomes (e.g., 

principles) have worked or have not worked, 

how the innovation has been improved, and 

what are changes have been made. Through this 

documentation, it can be helpful for other 

researchers and designers who are interested in 

those findings and examine them in relation to 

their context and needs. 

4.2. Solution approach 

In learning sciences, a conceptual model is 

commonly used to improve explanations and 

provide visual representations of abstracts [16]. 

Following this theory, we sketched a model for 

visualising the overall learning process using 

the immersive training environment from the 

human learner perspective (see Figure 2). 

Based on the model, multimodal data will 

be collected by tracking the skeletal points and 

capturing the body motion of the human 

learner's body. Instructional tasks are ideally 

given before the learner performs the specific 

tasks. Feedback is typically given in real-time 

when mistakes are detected during training and 

as visual summative, after training. Instructions 

are also given during training to help learners 

progress to the next steps or even in the form of 

detailed feedback. These two aspects of the 

human learning model - instructions and 

feedback - can be given in multiple modalities. 

In the context of our research, the most 

common modalities that can be applied are 

visual, audio, and haptic. These modalities form 

various types of interaction that can be 

potentially used in the immersive training 

environment to give instructions and feedback 

such as virtual avatars, videos, etc. Finally, 

these aspects help validate the effectiveness of 

the immersive training environment. 

Since the research is in an early phase, the 

conceptual model is still on the abstract level. 

However, this constitutes the groundwork of 

this research and will be extended into a bigger 

model with more aspects in the later phases. 

5. Discussion and conclusion 

The expected outcomes of this research are 

divided into two implications: theoretical and 

practical. From the theoretical perspective, 

Figure 1: The synthesised model for DBR in the context of this research [[14], [15]]. 



systematic literature review findings on 

requirements to create immersive training 

environments for psychomotor skills will be 

delivered. Based on these findings, a 

conceptual framework of the immersive 

training environment consisting of guidelines 

and methodologies on delivering instructions, 

providing feedback, and tracking learner's 

performance will be constructed. We envision 

this framework to constitute the groundwork 

for the design. Moreover, it will extend 

immersive training environments for 

psychomotor skills training in multiple 

domains. This framework will potentially be 

useful for researchers as a basis for their 

theoretical and practical research.  

From the practical perspective, a system for 

delivering effective instructions, providing 

meaningful feedback, and tracking learner's 

performance will be developed. Similarly, as 

the theoretical implication, such a system needs 

to be adapted in various psychomotor domains 

for different skills training. The empirical 

studies will be carried out with learners to 

measure the effectiveness of the system and the 

outcome should deliver promising results. 

Consequently, learners and teachers can benefit 

from the system to help them with the training. 

This research investigates the effectiveness 

of an immersive training environment in the 

development of psychomotor skills training. 

The proposed theoretical framework integrates 

immersive technologies and sensor 

technologies for the immersion and multimodal 

data, respectively, providing a preliminary yet 

significant step towards combining such 

technologies in a multi-sensor setup to further 

improve the learning outcome in the 

psychomotor domain, especially in remote-

learning scenarios. 
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Abstract  
Research on pedagogical agents (PAs) focuses on personalizing and adapting content and 
instruction to students’ diverse needs to support learning. Teachers can use this technology to 
support individual students’ work. However, it is not clear what could be the impact of a PA 
that helps teachers to orchestrate collaborative learning activities on the classroom level. Our 
work explores two dimensions. Firstly, the effects of employing a PA in a technology-enhanced 
learning setting to promote students’ motivation and learning outcomes. To that end, we will 
conduct a series of studies employing various methods and data (tests, questionnaires, 
observations, and students’ performance data). Secondly, this work aims to develop a design 
framework based on teachers’ expectations and needs when using a PA to orchestrate 
collaborative learning tasks. To build the PA design framework, we will conduct a study to 
categorize teachers’ PA expectations and needs, accompanied with findings from the literature.  
Our hypothesis is that classrooms, where the PA is used to support teachers in the learning 
activity, will demonstrate high learning gains and students’ perceived motivation.   
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1. Introduction 

1.1. Pedagogical agents 

Pedagogical agents (PAs) are lifelike 
virtual characters playing an educational role, 
aiming to facilitate learning in digital learning 
environments (DLE) [1]. For instance, PAs 
facilitate learning by providing students with 
scaffolding [2] and guidance [3]. PAs can be 
combined with the support of various forms, 
such as text, voice, 2D or 3D character, and 
human-like appearance [4]. The roles PAs can 
play in the DLE, may include tutor [5], expert, 
mentor, motivator [6] student [7] Depending on 
the PA system, the behaviour of the agent can 
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support cognitive, metacognitive [2] 
motivational, or social [8] aspects of learning.  

Integrating PAs in learning digital 
systems goes in line with social learning theory 
[9]. The main premise of this theory is that 
learning is a social contextualized process, thus, 
in digital learning systems, PAs serve as a 
social entity that can simulate real-life 
interactions, such as role modelling.  However, 
reviews discuss mixed evidence on the benefits 
PAs can have on learning [1, 10]. For instance, 
Schroeder et al. [10] meta-analysis reported a 
small but statistically significant (g = .19, p < 
.001) learning effect in favor for agent-based 
systems. They found this effect to be prominent 
in K-12 education and discussed that 
motivational benefits may be related to this 
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positive result. Kim & Baylor [6] suggests that 
a single agent design or behaviour can’t fit all 
students’ needs. Therefore, they stress the 
importance of designing the PA with the 
appropriate persona and media features to 
adequately support every student’s learning 
process.  

Literature shows that PAs can 
contribute to the motivation of students at an 
individual level [8]. Our research interest is 
whether a PA that targets the classroom as a 
whole, would have a similar impact on 
students’ motivation, thus, better learning 
outcomes.  

1.2. Collaboration and technology 

Dillenbourg [11] defines collaborative 
learning as the situation in which two or more 
people learn or attempt to learn something 
together. The research field that explores how 
technology impacts and can promote 
collaboration is computer supported 
collaborative learning.  Stahl et al. [12] have 
defined this as the field to study how learning 
can be scaffolding in computer-supported 
collaboration scenarios.  We first need to 
contextualize the collaborative learning 
scenario to design appropriate scaffolding 
towards the reinforcement of domain 
knowledge acquisition and collaboration. To 
that end, we will build on a technology-
enhanced method that combines music and 
mathematics in collaborative learning tasks 
[13]. In this case technology is used both on the 
individual and classroom level. 

1.3. Music and mathematics 

According to Tobias [14], teaching and 
learning experiences that are not based on a 
traditional mathematics curriculum can bridge 
the achievement gap and reduce mathematical 
anxiety. To that end, we argue that combining 
mathematics with music may potentially help to 
bridge the achievement gap and reduce anxiety. 
However, it is not evident what pedagogical 
strategies need to be considered to ensure this 
successful combination. For instance, Vaughn 
[15] found that there was a positive association 
between the voluntary study of music and 
mathematical achievement. It is important to 
note that in Vaughn’s study, the academic and 
learning activities did not occur in the same 

learning space. Conversely, when arts are used 
as a vehicle for teaching mathematics in the 
same session instead of a different parallel 
activity, it contributes positively to learning 
outcomes as it helps to: (i) promote 
communication among students; (ii) transform 
learning environments; (iii) reach students that 
otherwise may not be reachable; (iv) offer new 
challenges to successful students; (v) decrease 
curricula fragmentation; (vi) connect in-school 
learning with real-world, among others [16] 
[17]. This was also confirmed by a study from 
An et al. [18] which demonstrated that 
integrated music and math lessons have a 
positive impact on multiple mathematical 
abilities.  

1.4. Classroom orchestration and 
technology 

PAs are typically used to support students on 
the individual level, while it is not clear how a 
PA can be used in the classroom as a teacher’s 
support in classroom orchestration. Dillenbourg 
[19] defined classroom orchestration as a 
teacher's ability to manage, in real-time, the 
activities and contextual constraints inherent to 
the learning session. This managerial instance 
encompasses the nature of the activity (for 
example, individual, teamwork, class-wide), 
the pedagogical tools (such as simulations, 
wikis, quizzes), and the distribution channels 
(for example laptops, tablets, smartPhones). 
Conversely – and complementary – to 
instructional design and adaptive learning, 
classroom orchestration deals with extrinsic 
activities (moving chairs, collecting papers, 
checking on students’ activity status, student 
log-in problems) and extrinsic constraints 
(discipline, limited lesson time, energy 
management, classroom physical space) [19]. 
Regarding the technological aspects, related 
work has explored teachers’ needs for 
educational technologies. For example, 
Holstein et al. [20] showed that teachers 
expressed their wish to be able to see students 
thinking process and being able to adopt 
system-like features like monitoring all 
students at the same time. Furthermore, another 
case study by Chounta et al. [21] showed that 
teachers would like to receive support to be 
more efficient and effective in their practice. 
The authors convey the message that systems 
including artificial intelligent techniques, could 



address such teachers’ needs. Amarasinghe et 
al. [22], presented the notion of orchestration 
agents, which can help teachers by suggesting 
orchestration actions, thus offloading decision-
making responsibilities whilst respecting their 
agency. They referred to the latter scenario as a 
hybrid human-machine approach. Our work 
expands on what teachers expect from a PA (in 
the form of a 2D character) helping them at a 
classroom level and exploring the impact of a 
hybrid system solution for K-12 education.  
For our PA system, we envision the agent 
helping teachers with the activities as well as 
orchestration decisions. One example of an 
activity employed at a classroom level can be 
found in Chin et al.  [23]. In this case, the 
feature allowed the teacher to show on a 
projected screen students’ teachable agents 
with the aim to discuss on agents’ different 
answers, hence, students understanding. 
Additionally, we are taking inspiration from 
existing PA systems targeting mathematics [2] 
[8]. However, our approach is different from 
the aforementioned studies in that the learning 
activities combine music and mathematics as 
means to motivate and support students’ 
conceptual and procedural knowledge 
understanding.  

1.5. Research questions 

To understand how PA technology could 
support social dimensions on the classroom 
level rather than the individual level, we further 
investigate when and how a PA can help 
teachers in collaborative learning activity while 
motivating students to learn and be engaged in 
the task. To that end, the PA will be used in the 
classroom by integrating a virtual character to 
assist the teacher. We are interested to see 
whether employing a PA in the classroom 
makes a difference in terms of learning 
outcomes and contribute to students’ 
motivation in the collaborative activity. In this 
study, we examine the following research 
questions (RQs): 

 
[RQ1] Which kind of interventions and 
affordances do the current PA systems in K-
12 education have for teachers at a 
classroom level? 
[RQ2] What do teachers expect and need 
from a PA helping them to instruct and 
orchestrate collaborative learning activities? 

[RQ3] What is the impact, in terms of 
learning gains and motivation, when 
employing a PA hybrid system at a 
classroom level? 
[RQ4] What benefits, challenges, and 
constraints can be seen when employing a 
PA at a classroom level? 

2. Methodology outline 
In this study, we have selected a mixed-

method approach. In terms of qualitative 
research, we will conduct a literature review 
and a case study to develop the design 
framework for our PA. In terms of quantitative 
research, we will conduct a series of studies to 
report on the learning outcomes and perceived 
students’ motivation via tests and 
questionnaires. We elaborate more on the 
planned studies in the next sections. 
 

2.1. Participants 

For the case study, we plan to carry out focus 
groups with teachers (n = 5 to 7) to understand 
their expectations and needs when using a PA 
as orchestration support at a classroom level. 
The target population are mathematics teachers 
from primary education. For the pilot study, we 
will test the PA in one elementary classroom (n 
= 15-30 students). This will allow us to modify 
and adjust the PA system as well as our planned 
measuring instruments. Finally for the main 
study, we will employ the PA system in 
elementary classrooms (n = (4 to 8) including 
experimental and control groups) to evaluate 
the PA design framework based on teachers’ 
insights, and to evaluate students’ (100-200) 
learning gains and perceived motivation. 

2.2. Materials 

Pedagogical Agent and learning 
activities. For the PA system, we are using a 
face tracking solution, the agent can emulate 
gestures, eye blinking, lip-synching to a sound 
source, and head swing. Additionally, by key 
commands, the agent can walk, run, wave, point 
out, and trigger special moves (i.e., thinking 
pose, wearing glasses, eating a banana). On the 
other hand, for the learning activities, we want 
to build on prior research done with an 
educational game that combines music and 



mathematics in the format of a board game and 
a digital version. In the case of the board-game 
format, two elementary schools in Belgrade, 
Serbia, played the game for two sessions. 
Students were randomly assigned to play in 
small groups and to answer questionnaires 
targeting their learning experience. The results 
showed that the educational game supported 
their cognitive development while boosting 
their motivation and desire to have success on 
the learning tasks [24].  Building on the latter 
study, we used the digital version of the game 
and focused on group formation strategies and 
learning outcomes [13]. Using students’ prior 
knowledge (as assessed by pre-knowledge 
tests), authors formed homogeneous (high or 
low performers only) and heterogeneous (high 
and low performers mixed together) groups and 
explored whether their game performance 
would be reflected on students’ learning gains. 
Conversely to related research [25], the 
aforementioned study reported students 
belonging to heterogeneous condition to benefit 
less than homogeneous groups in terms of 
learning gains. However, this was not the case 
for the game score, where HE groups 
outperformed HO groups playing the game 
[13]. This article is particularly relevant 
because we are considering the authors’ 
suggestions to better align the educational game 
with the learning goals and to enhance the 
collaboration activities.  

Instruments. Furtermore, we will create an 
interview protocol and we will carry out 
teachers’ focus groups. The aim is to develop a 
design framework based on their expectations 
and needs when collaborating and employing a 
pedagogical agent in the classroom. Regarding 
the students, they will be asked to answer a 
questionnaire (still to be defined) targeting 
motivation, from which we will analyze and 
report on PA effects and design challenges. 
Finally, we will use students’ data to find a 
possible correlation between their perceived 
motivation and their learning outcomes (pre-
post tests evaluation). 

2.3. Study design and procedure 

In the following figure (Figure 1) we present 
and describe the aim of the planned studies and 
timeline. We link each study to our research 
questions.  

 
 
Figure 1: Research timeline and plan. 
 
We will adapt collaborative learning 

activities with and without the PA (independent 
variable), as they will serve as the educational 
context of the experiments. We will divide half 
of the participating school groups of students 
into experimental condition (with PA) and 
control group (without PA). Our dependent 
variables are, on one hand, students’ 
performance (as assessed by pre and post 
knowledge tests) along with their perceived 
motivation when working with or without the 
agent (questionnaires); and on the other hand, 
teachers’ evaluation of the PA when facilitating 
the orchestration of the collaborative tasks. 

We hypothesize that the experimental group 
will benefit more from having a PA helping the 
teacher to orchestrate the collaborative learning 
activity. The benefits will be reflected in terms 
of students’ learning outcomes and motivation. 
On the other hand, we expect teachers to 
evaluate the PA system in the expected 
dimensions we will be able to find after 
concluding the case study with them. 

 
 
 



3. Progress so far 
We are currently in the process of 

conducting a systematic literature review (SLR) 
considering all types of PAs addressing 
mathematics education in K-12 education. The 
aim is to identify all pedagogical affordances 
these systems offer teachers when PAs are used 
on a classroom level. We envision the findings 
of the latter will support us in designing and 
proposing a theoretical framework for teachers’ 
interventions in PA systems, and to classify PA 
systems affordances when using them on the 
classroom level for supporting instruction and 
orchestration activities.  In parallel, we are in 
the process of conducting focus groups to 
understand teachers’ expectations and needs 
when having a PA helping them to orchestrate 
collaborative activities in the classroom. From 
both, the SLR and the case study, we aim to 
have the pedagogical and orchestral design 
requirements to be met by the PA.  

Technology wise, currently, we are 
performing tests with the PA system in real-
time in remote teaching settings (video 
conferencing platforms) and classrooms 
settings by using projection. The aim is to test 
and adjust PA social cues, signals, reactions 
[26], and social fidelity contributors (i.e., 
personalization, slang, politeness, enthusiasm, 
interactivity) [27].  

4. Theoretical and practical 
contributions 

We envision that this research will 
contribute to the field of PA by bringing 
teachers’ perspectives and needs when having 
the agent in a classroom collaborative setting. 
Moreover, by using PA systems technology at 
a classroom level, it could create a bond 
between the agent and student that could impact 
learning outcomes. Finally, this study will 
report on  an innovative technology-enhanced 
learning scenario, and future research could 
potentially expand on the psychological, 
collaborative, and social effects this technology 
may bring for both teachers and students. 
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Abstract  
Research on Open Government Data (OGD) use reveals that the data is not being used as 

expected. Many governments have opened their data but lack the development of the capacities 

required for OGD usage. There is a need of having frameworks of reference for open data 

literacy (ODL). The initial screening of the literature uncovers there is a dearth of systemic 

interventions to develop ODL, and there is limited research on what works. This research will 

focus on understanding the contexts and barriers of OGD use to study the role of technical and 

critical data literacy concerning the current low usage. It will map practices to develop the ODL 

and expert’s knowledge to create an instrument that could be applied for the diagnostic baseline 

of ODL. Also, it will explore the applicability of such an instrument for the self-analysis and 

external learning recognition on ODL. This model can be used in the sphere of government, 

universities, and business, to assess the level of competencies in OGD usage in their employees 

or students, and to identify ODL competencies’ gaps in a different context of professional 

practice. 
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1. Introduction 

The open data movement is an emerging 

political and socio-economic phenomenon that 

promises to promote civic engagement and 

drive public sector innovations in various areas 

of public life [1]. The Open Data Handbook 

(https://opendatahandbook.org/guide/es/what-

is-open-data/) defines open data as data that can 

be freely used, reused, and redistributed by 

anyone, subject only, at most, to the 

requirement to attribute and share equally. 

The open data initiative initially arises from 

the universal declaration on human rights of 

1948, where the right to information is already 

mentioned in Art.19 

(https://www.un.org/en/about-us/universal-

declaration-of-human-rights). Along the same 

lines, the Open Knowledge Foundation, 

established in 2004, is recognized for its 
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mission of “a just, free, and open future, where 

all non-personal information is open and free 

for all to use”. 

Open data has great potential for use, 

specifically, Open Government Data (OGD) for 

the development of public policies, democratic 

dialogue, entrepreneurship, among others [2].  

There are many benefits expected with the 

opening of government data to citizens and 

companies, such as improving transparency, 

reliability in administration, promoting public 

participation and public-private collaboration, 

as well as revitalizing the economy, with the 

recognition that public data is assets of people. 

[3].  

However, while many open databases are 

available, only a limited number of them are 

used [2], their active use is still limited because 

of issues with data quality and linkage [4]. In 

addition, for the use of open data, users require 

a framework of open data literacy skills 
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essential for advanced use of data in each 

context. Raffaghelli [6] has stated that reference 

frameworks are needed for educators’ data 

literacy since after reviewing the literature 

corpus it was detected that data literacy 

connected to OGD is never considered in the 

adult´s data literacy educational frameworks 

even though it is a crucial dimension of 

educators’ professional competence.  

The expected outcomes and significance of 

this Ph.D. research are to identify a set of skills 

and knowledge required to perform in an 

advanced level of usage of open government 

data, thus finding the dimensions of ODL. As 

well as the development and deployment of a 

measurement instrument to assess the level of 

ODL capacities for the quantification of 

progress on ODL. 

 

2. Justification 

The relevance of this research relates the 

need of having a set of skills of reference for 

data literacy overall and for open data literacy, 

specifically.  

Data literacy, as a research topic, stems from 

numeracy and statistical literacy. However, the 

most recent developments connect data literacy 

with data-driven digital environments [6]. The 

research tries to identify the needed skills and 

knowledge concerning professionals and adults 

in relation to open data. Open data is indeed a 

digital resource that can both trigger learning or 

be a product of formal, non-formal and informal 

learning. In this regard, Open Data can be 

deemed part of technological environments and 

has the potential to enhance learning. 

As it appears from our initial screening of 

the literature, there is a dearth of systemic 

interventions to develop data literacy, and there 

is limited research on what works, as initiatives 

face funding and organizational challenges 

limit scaling up training [7]. 

According to Khayyat and Bannister [8], 

OGD field experiments such as hackathons and 

competitions continue to be conducted, but 

there has been no systematic research on the 

factors that contribute to a vibrant and 

sustainable ecosystem of co-creation with civil 

communities.  

This research is intended to contribute to 

creating an instrument that allows the 

identification and assessment of open data 

literacy levels of knowledge. This tool can be 

used in the sphere of government, business and 

in universities, to recognize and measure the 

level of competences in open data usage in their 

employees or students in different contexts of 

professional practice. 

 

3. Research problem 

In the field of open government data, it is 

known that an effort was made to open data in 

many governments, but not so much has been 

done for the development of the necessary 

capacities for the exploitation or the optimal use 

of the same for the taking of government 

decisions. The World Bank recognizes that its 

current support models have focused more on 

data production and exchange than on building 

capacity to use data [9]. Furthermore, within the 

models developed for capacity building, only a 

few of them have been tested at scale [10]. For 

example, hackathons and local training 

activities within international cooperation such 

as Open Data Day (https://opendataday.org/). 

In the same line, one study of the use of the 

public sector data analytics in The Netherlands 

shows that the use of public sector data 

analytics requires developing organizational 

capabilities to ensure effective use, foster 

collaboration, and scale-up [11]. Due to the 

problem of the low use of open data, this 

research focuses on studying the open data 

literacy required for the effective and more 

frequent use of these by interested sectors 

including citizens. 

 

3.1. Theoretical and empirical 
antecedents  

Open Government Data is characterized by 

being data and information produced or 

commissioned by public bodies [12]. Broadly 

speaking, the OECD (https://www.oecd.org/) 

defines Open Government Data as "a 

philosophy, and increasingly a set of policies, 

that promote transparency, accountability and 

value creation by making government data 

available to all." 

Citizens’ participation in open government 

can improve their perceptions towards 

government as a transparent, participatory, and 



 

collaborative institution and such participation 

of citizens increases operational capacity and 

trust [13]. It promises other benefits such as 

greater accountability and increased public 

participation, but few of these initiatives have 

been evaluated in terms of their implementation 

and results.[14]. And while many open 

databases are available, only a limited number 

of them are used [2].  

A decade has passed since the first 

International Data Conference 

(https://opendatacon.org/), which is designed to 

bring the global open data community together 

to learn, share, plan and collaborate on the 

future of open data and data for development. 

Although efforts have been made to open 

government data in many countries of the 

world, there has not been a similar effort to 

develop the necessary capacities for the use of 

data by citizenship.  

Publishing OGD can lead to innovation 

since it allows external parties to access, 

explore and handle OGD, which in turn will 

help to develop and build useful services, 

products, and applications for the benefit of 

society [15]. However, Bonina & Eaton [16] 

state in their research on the governance of the 

ecosystems of Government Open Data (OGD) 

platforms, that after a decade of open data 

initiatives few economic and social benefits 

have been achieved due to incomplete or low-

quality data, mismatches between the data that 

are needed and those that are published, and the 

existence of technical barriers to participation, 

besides lack of skills and training of users.  

The use of open data, "is the activity that a 

person or organization performs to see, 

understand, analyze, visualize or in other ways 

use a set of data that a government organization 

has provided to the public" [2]. This definition 

of use can be identified as technical literacy in 

open data, delimited in this research as the 

competencies, knowledge, and skills necessary 

to download, clean, order, analyze and interpret 

open data in a specific context. Just publishing 

raw data, may not result in transparency, as 

without formatting the data may not be easy for 

most people to understand and use [17]. Some 

authors suggest helping users using visuals, 

“geovisualizing open data seems the next 

logical step to put open data in the hands of 

citizens” [18]. Since it is required the 

development of competencies for the effective 

use of public sector data analytics in the 

organizations [19]. Finally, Kassen [20] states 

that the reuse or processing of open data to 

develop third-party applications and projects 

requires skilled enthusiasts and tech-savvy 

citizens who are willing to contribute their time, 

knowledge and expertise to the creation or co-

creation of products based on open data. 

However, this technical definition of open 

data literacy focuses on technical skills. 

Another conception, critical data literacy, refers 

to the skills, knowledge, and attitudes to review 

the meaning of concepts, visualizations and 

operations carried out with the data that can put 

user groups at risk of inequity or ethical aspects.  

“The value of openness in the fight against 

inequality should be emphasized, the equity 

should be placed at the center of data analysis, 

and practitioners should actively promote 

reflection on inclusion gaps in data and the 

harm those gaps can bring” [7]. 

“Data literacy is not just about open data, but 

open data can be an invaluable asset for 

inclusive and empowering data literacy 

development programs” [10]. Identifying the 

open data literacy framework and user skill 

gaps is crucial to understanding the types of 

professional learning contexts in which they 

can be developed. Montes and Slater [7] claim 

that the lack of a coherent and generally 

accepted definition of data literacy and 

requisite skill set leaves us without a real 

quantification of progress on open data literacy. 

Theoretical frameworks refer to the critical 

theory and the socio-technical theory [21], 

applied to the studies on digital data, data-

driven practices and their impact on society and 

education. Indeed, data literacy has become an 

essential part of digital competence as outlined 

in the DigComp Framework 2.1 [22]. Also, a 

critical approach to data is needed in an 

increasingly contested approach to the 

developments of data-driven practices [23]. 

The Data Skills Framework developed by 

the Open Data Institute (ODI) 

(https://theodi.org/article/data-skills-

framework) is an initial reference for the 

technical data literacy approach. Also, in the 

Digital Competence Framework released by the 

European Commission 

(https://op.europa.eu/en/home), the concept of 

data literacy was introduced in 2017 alongside 

the information literacy dimension as an ability 

to search, read, and interpret data in several 

daily and academic contexts of communication 

[24]. 

https://opendatacon.org/
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On the other hand, critical data literacy will 

be studied in the light of the Data feminist 

principles developed in the book Data 

Feminism, which presents a new way of 

thinking about data science and data ethics, 

which is grounded in intersectional feminist 

thought. It debates about power, and how those 

differentials of power can be challenged and 

changed [25]. Likewise, other texts with a 

critical approach to data will be used as a frame 

of reference, such as Taylor [26] where the 

author posits that “just as an idea of justice is 

needed in order to establish the rule of law, an 

idea of data justice – fairness in the way people 

are made visible, represented and treated as a 

result of their production of digital data – is 

necessary to determine ethical paths through a 

datafying world”. 

Further frameworks to be studied are 

Markham (https://futuremaking.space/critical-

pedagogy-data-literacy/) who characterizes 

critical pedagogy as a vital part of building data 

literacy. The author identifies it as a research 

stance that can challenge quantification, 

datafication, and computational logic and it 

moves beyond the level of data critique to social 

action in response to datafication. Other 

approaches will be considered such as 

Raffaghelli [27], where the author provides a 

conceptual scheme to address further 

pedagogical reflection and practice to support 

social justice against datafication.  

 

4. Aim of the research 

The aim of this research is to identify a 

model of the open data literacy that professional 

learners must acquire to operate in advanced 

contexts of data usage. Once detected through 

the model, such literacy could be developed 

through different types of learning contexts. 

Moreover, the model could address 

professional learning recognition.  

The research aims at developing an 

instrument that allows recognition and 

assessment of several levels of competence in 

open data literacy. Therefore, the stage of skills 

and knowledge within a context of usage of 

open data as digital resources.  
This is an original purpose since most 

studies analyze data literacy centered in 

technical procedures relating data science 

abilities [6] but miss the political contexts and 

the critical approach to data [17].  

This instrument can be used in the sphere of 

government, business, and universities, to 

assess and recognize the level of competences 

in open data usage in their employees or 

students. Also, to identify and understand the 

OGD competences’ gap in different contexts of 

professional practice. 

Specific Objectives of this research: 

1. To analyze current academic literature 

review to uncover the issues preventing 

open data usage, and within them, the role 

played by data literacy.  

2. To identify what data literacy educational 

practices are currently available on the web 

there will be applied a mapping procedure of 

such pedagogical practices.  

3. To validate such open data literacy 

dimensions by a panel of subject matter 

experts’ interviews.  

4. To build and develop the measurement 

instrument.  

5. To theoretically validate the instrument by 

determining the validity of the tool through 

the Delphy method.  

6. To empirically validate the instrument 

through Circulation of the instrument as a 

survey, the estimation of Cronbach's alpha 

statistic and the confirmatory factor 

analysis.  

7. To test the instrument in the context of 

ecological learning training by the 

application of it to the participants, as well 

as the application of a statistical analysis of 

the results to determine a diagnostic baseline 

in Open Data literacy and sensitivity to 

competence change.  

 

5. Research hypothesis  

The evaluation and recognition of skills and 

knowledge connected to open data usage could 

be supported by an open data literacy tool. 

 

6. Research questions 

 

In this context, the following research 

questions have been posed: 

RQ1 What are the contexts of use and 

learning based on OGD? 

https://futuremaking.space/critical-pedagogy-data-literacy/
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RQ2 What are the barriers that prevent the 

use of open data, and within those barriers, 

what role does technical and critical data 

literacy in open data play as one of the 

causes of the low use of OGD? 

RQ3 What are the current pedagogical 

practices available that can be used to 

develop the ODL required to make use of 

OGD? 

RQ4 What is the set of skills needed in OGD 

practice contexts required for professional 

learning? 

RQ5 How should be configured a 

measurement instrument that could be 

applied for the diagnostic baseline of ODL? 

RQ6 What is the applicability of such 

instrument for the self-analysis and/or 

external learning recognition on Open data 

literacy? 

 

7. Methods 
7.1. Design of research 

To pursue the objective of this study, a 

mixed methods research approach will be 

applied. The design implies three phases to 

cover the objectives. 

The first phase will be devoted to the 

analysis of the problem and the existing corpus 

of research. To this regard, a systematic review 

of the literature will be undertaken based on the 

methodological workflow called PRISMA [27] 

and it is a transparent report of systematic 

reviews and meta-analyzes. This method 

attempts to control for investigator bias in data 

collection and analysis [28]. 

The main PRISMA steps that will be 

carried out in this research are: 1. Select 

scientific databases, 2. Search the databases 

with keywords of interest for several articles, 3. 

Select articles using predefined exclusion 

criteria based on in the research objectives. 4. 

Analyze the selected articles by reading them in 

full.  

The systematic review of the literature will 

be integrated with an analysis of existing 

pedagogical practices (benchmarking 

study/desk research), which will support the 

analysis of type of competences focused and 

trained as part of an underlying ODL approach. 

Based on this selection, quantitative 

analysis methods will be applied that allow 

better identification of emerging issues and 

problems in a general and specific way, with 

respect to the research questions posed. 

Also, an exploratory research, mapping and 

gap analysis is going to be performed to identify 

what data literacy educational practices are 

currently available in the web. 

Finally, there will be a panel of experts 

interviews to identify dimensions as a base to 

the development and operationalization of the 

measurement instrument. 

The second phase will be devoted to the 

development of a self-reported measurement 

instrument, over the basis of the theoretical 

assumptions emerging from the literature 

review. 

After identification of the dimensions, from 

the theoretical frameworks review, for the 

theoretical validation, a Delphi study will be 

conducted. The panel of experts is going to be 

used for building the open data literacy set of 

skills and knowledge and the Delphi method to 

validate the measurement instrument. The 

Delphi method is defined as “a panel 

communication technique by which researchers 

collect expert opinions, enable experts to 

communicate anonymously with one another 

and then explore the underlying information 

collected” [29]. 

The panel of experts will be invited to 

review the instrument through the technique of 

interviews, developed in two stages. Therefore, 

the results will be assembled, and a second 

cycle of consultation will be enacted. [30]. A 

measurement instrument is going to be 

designed and created to assess open data 

literacy in the contexts of OGD. As for the 

empirical validation of the instrument, it is 

going to be circulated as a questionnaire to 

professionals working in either public 

administration or industry with a stratified 

sampling design by sector. 

The study is going to use the exploratory, 

descriptive, and explicative approaches in its 

different research phases. 

Finally, the third phase will be devoted to 

the instruments’ consolidation and further 

validation in ecological training contexts, the 

developed scale will be applied in specific 

educational context to analyze the applicability 

to: 

1. Evaluate the development of ODL in 

ecological training context.  

2. Self-assess ODL in formal (undergraduate) 

and non-formal/informal (professional) 

learning contexts. 



 

3. Recognize ODL in professional contexts. 

 

7.2. Sample 
7.2.1. First phase 

The sample units will be the articles 

selected for the literature analysis. For the 

selection of articles, this research will apply the 

PRISMA method for the systematic literature 

review. The detail of what will be done in each 

step, for the selection of a sample of articles, is 

detailed below:  

 

1. Selection of Databases. SCOPUS, DOAJ 

and WOS will be selected to perform the 

bibliographic search. 

2. Selection of articles using keywords. It is 

of interest to this research to know 

characteristics related to the use of open 

data, as well as to know aspects that 

prevent its use. Therefore, the following 

keywords will be searched in the selected 

databases: 

3. SCOPUS and DOAJ: (open AND data) 

AND (government) AND (us *) 

4. WOS: (open AND data) AND 

(government) AND (usa *) 

5. Screening of articles abstracts will be read, 

and the following exclusion criteria will be 

used:  

a. Date before 2016, to have the latest 

knowledge on the topic of interest 

b. DOI absence 

c. Other Open Data issues that are not OGD 

d. It is not an article or review 

e. Not in English 

f. Related to OGD but not its use 

g. Not available 

6.   Analysis of the articles after reading them 

in full: each one will be read completely 

and will be coded and classified in 

variables defined in the codebook, which 

will be defined by the authors based on the 

objectives of the research, to generate a 

database of articles that will later be 

analyzed quantitatively to obtain their 

respective findings. Specifically, the 

articles will be coded and classified in the 

following categories: 

a. The identity of the research (Authors, Title, 

Year, Title of the source, No. of Citations, 

DOI, Type of Document, Abstract of the 

article, Author's keywords) 

b. The research focuses on the type of open 

data and applications (Discipline, Type of 

Open Data, Applications of open data) 

c. Types of learning generated and barriers of 

use (Types of learning generated using open 

data, Barriers that prevent the use of open 

data) 

Finally, after consolidating the categories, 

the authors will analyze 10% of the total set of 

articles and the agreement between evaluators 

will be estimated using Cohen's Kappa statistic 

(https://www.statisticshowto.com/cohens-

kappa-statistic/). A kappa higher than 0.60 can 

be considered a good agreement. 

 

7.2.2. Second phase 

In the initial task relating to the Panel of 

experts' interviews and Delphi study, the expert 

selection will be carried out in a non-random 

manner based on their expertise on the 

phenomenon being studied [31]. In this case are 

OGD subject matter experts. The sample size 

for the interviews and the Delphi study will be 

determined by the saturation point with a 

minimum of seven qualitative interviews to 

subject matter experts, active OGD users.    

The target population is made up by 1. 

Quantitative units of analysis are current and 

potential OGD users around the globe that are 

available to fill out the instrument, 2. 

Qualitative units of analysis: are adult 

professionals identified as subject matter 

experts, and frequent users of OGD and ORD. 

Specifically, to test the questionnaire and to get 

data to validate and measure the reliability of 

the questions. The experts are professionals 

who have high experience on OGD usage. 

Professionals are current or potential users of 

OGD. 

The sample size estimated for this study is 

196 units of analysis, therefore 196 OGD users. 

It assumes a confidence level of 95%, a 
maximum error of 7% and a variance of 0.25. It 

assumes a big target population of ODG users. 

Since currently there isn´t defined a 

sampling frame of the OGD user´s population, 

the type of sampling to be used in this study is 

non-probabilistic sampling defined as “a 

sampling technique in which some units of the 

population have zero chance of selection or 

where the probability of selection cannot be 

accurately determined” [31].  

https://www.statisticshowto.com/cohens-kappa-statistic/
https://www.statisticshowto.com/cohens-kappa-statistic/


 

Measures of construct reliability and 

validity will be implemented, over the basis of 

classical test theory [32], [33]. 

7.2.3. Third phase 

Two groups will be tested:  

1. A group with at least 20 workers with none 

to high experience on the usage of OGD in 

both public and industry settings, for self-

assessment and recognition of competences 

purpose.  

2. A group of at least 20 undergraduate 

students in several disciplines, for self-

assessment purposes, will be 

experimentally exposed or not exposed to 

OGD. 

7.3. Data collection techniques 
and instruments 

For data collection the research will adopt 

a mixed methods approach. A desk research 

approach will be applied to the first phase will 

adopt documental analysis and classification of 

pedagogical practices through a deductive 

scheme of analysis. Also, a synthesis report will 

be performed to identify ODL set of skills to 

define its dimensions. Then, in the second 

phase, a qualitative approach based on in-depth 

interviews will be adopted for the identification 

of dimensions and the instrument design and 

Delphi study for theoretical validation. 

On the other hand, a quantitative approach 

will be adopted both for the instrument 

empirical validation (end of the second phase), 

and for the instrument testing (third phase). An 

electronic form with the instrument will be 

implemented and circulated for data collection. 

In the case of the third phase, there will also be 

a qualitative data collection and analysis. 

Indeed, the instrument will be embedded in a 

learning management system and the results 

will be made available for the respondents to 

react, reflect, and discuss upon them as the 

formative impact of the instrument 

implementation.  

 

7.4. Procedure 

The procedure is going to be developed in 

three phases, as explained before, and it is 

summarized in table 1, which is located at 

Appendix 1. The summary table includes the 

phase, objective that is going to be pursued, the 

activity or task to be performed, the method to 

be applicable for pursuing the objective and the 

expected output or result for each task.  

 

8. Current status and results 
8.1. Systematic review of 
literature 

In short, the PRISMA systematic review of 

literature reveals that the use of OGD seems to 

depend largely on the necessary technical and 

critical skills. Although there are many 

technological, structural, organizational, and 

cultural barriers, the skills of the stakeholders 

to use and obtain the expected benefits of open 

data is an obstacle that requires consideration.  

The analysis of the corpus of literature 

uncovers that the lack of open data literacy 

arises as the main barrier, particularly in social 

sciences, OGD and governance. Our results 

reinforce the importance of data literacy, this is 

coherent with Matheus & Janssen [17] who 

imply that the same data that creates a higher 

level of transparency for the expert, creates less 

for someone with lack of knowledge of how to 

use it. re being considered. 

Overall, what can be inferred from our 

analysis is that literacy opportunities are mostly 

technical; and that engagement with open data, 

when occurs, produces meaningful learning. 

However, our analysis could not cover to 

what extent the collaborative and co-creative 

synergies between stakeholders can lead to 

innovation and governance. These are aspects 

that remain to be studied towards a holistic and 

critical data literacy.  

Finally, the research outputs at this stage of 

the PhD are part of a literature review research, 

but the following phases relate online 

observations, interviews, the construction of an 

instrument based on a survey and the empirical 

validation in two phases.  

 

9. Limitations of the study 

     This research is at a very early stage. In any 

case, the limitations foreseen relate a) the 

documented difficulties in analyzing adult 



 

learning and identifying patterns of learning 

activity (most learners follow informal learning 

pathways); b) the complex approach that the 

empirical validation will require, in terms of 

participants' recruitment; c) the complexity of 

identifying experts and contexts for empirical 

work. 

In any case, risk management strategies are 

being considered. 

 

10.  Data management and ethics 

This research plan was approved by the 

ethics committee of the UOC. For the approval 

of the ethical form, it was required to explain 

details about data curation policies, informed 

consent, how to proceed with the database once 

the study is concluded, etc. The data will be 

processed exclusively for the purposes for 

which they have been collected and for the time 

strictly necessary to fulfill the purposes for 

which they will be collected.  
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13.  Appendix 1  

Table 1 
Procedure summary table 

Phase Objective Activity Method Expected Result 

Phase 
1 

Analysis of the 
problem and 
the existing 
corpus of 

research and to 
map current 
pedagogical 

practices 

Academic literature 
review 

Systematic literature 
review with the 
PRISMA Method 

ODL centrality needs 
and the identification 

of professional learning 
needs.  

Mapping of 
pedagogical 

practices 

Desk work and 
benchmarking 

Map of current 
pedagogical practices 
and gap identification 

Report of skills and 
knowledge required 

for open data 
literacy 

Synthesis report 

Identification of sets of 
skills and knowledge to 

be included in the 
instrument. 

Phase 
2 

To develop and 
validate the 

measurement 
instrument 

To establish and 
validate the 

dimensions of ODL 
construct 

Panel of experts 
(interviews) 

Established ODL 
Dimensions 

Instrument 
development 

Operationalization of 
the dimensions in 

Items with Likert scale 

Questionnaire 
prepared in document 

and digital 
To validate 

dimensions of ODL 
by experts 

Delphi Method 
Validated ODL 

Dimensions 

Empirical validation 
of the instrument 

Circulation of the 
instrument as a 

survey to a population 
of at least 196 

persons 

First report of the 
empirical validation 

analysis 

Definitive validation 
of the instrument 

Cronbach's Alpha 
Estimation and 

Confirmatory Factor 
Analysis 

Instrument validation 
report 

Phase 
3 

To use the 
instrument in a 

context of 
ecological 
learning 

Testing the 
instrument in a 

context of 
ecological learning 

training 

Application to the 
participants of an 
ecological training 

context 

Report of results of the 
instrument that 

includes baseline of 
diagnosis and 

sensitivity to change of 
competence. 

Statistical analysis of 
the results of the 

instrument to 
determine a 

diagnostic baseline in 
Open Data literacy 
and sensitivity to 

competence change. 

Measurement 
instrument released. 
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Abstract  
Computer-supported collaborative learning (CSCL) is a method in education where the students 

work together on a task while the teacher takes on the role of a coach who --- aided by 

information technology --- scaffolds their progress and allows them to discover a solution on 

their own. CSCL exercises are often run following a script, which breaks the activity in a set 

number of steps to facilitate productive collaboration. This makes it easier for the teacher to 

orchestrate the exercise --- controlling the flow of the activity and attending to the students' 

needs as they arise. Teacher-facing dashboards are often used to enable orchestration by 

providing information about and controls to manipulate the state of the activity. Our research 

is centered on analyzing whether teachers and students can benefit from visualizing epistemic 

information, i.e. learning analytics data derived from examining the content of students' input. 

We expect that giving teachers access to epistemic information will facilitate orchestration, 

reduce the cognitive load required to oversee a CSCL activity, and create the opportunity for 

teacher-led debriefing --- a technique used by educators to make students reflect on the activity 

they engaged in and thus help them get a deeper understanding of the content that was covered. 

We also expect that this will ultimately have a positive impact on students' learning gains. We 

will extend the dashboard of “PyramidApp” --- a software tool that implements the CSCL 

“Pyramid” script --- with epistemic information to test our hypothesis. Subsequently, we will 

analyze how our findings transfer to other CSCL scripts and tools. We thus hope to contribute 

to the existing knowledge of how learning analytics data can successfully be employed in a 

CSCL context. We will follow the design-based research method which emphasizes co-

operation with teachers and aims to test and apply interventions in realistic scenarios. 

 

Keywords  1 
Computer-supported collaborative learning, orchestration, teacher-led debriefing, epistemic 

information, design-based research 

 

  

1. Introduction 

The idea of using computers in education 

dates back to the 1960s [1]. What was initially 

a fringe approach has become more and more 

common and shows no signs of slowing down 

[2]. Using this technology for teaching and 

learning has great appeal for both educational 

institutions and researchers. Subsequently, the 

field of technology enhanced learning (TEL) 

emerged and with it a plethora of studies. This 
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is particularly evident since the beginning of the 

Corona-crisis, as many institutions were forced 

to conduct at least part of their lessons online 

[3]. While the actual impact of using 

technology for education has been criticized, 

the endeavor is still viewed as promising [4]. 

Another frequent criticism is that the results 

from the lab don't translate to the reality of the 

classroom --- or that they never make it there in 

the first place [5]. However, with further 

development comes further progress: Many 



researchers place an emphasis on developing 

and testing their interventions in realistic 

scenarios and are adding to the growing amount 

of evidence that enhancing learning through 

technology is not only possible, but 

worthwhile. 

Learning analytics is a fast-growing area of 

TEL and is defined as “the measurement, 

collection, analysis and reporting of data about 

learners and their contexts, for purposes of 

understanding and optimizing learning and the 

environments in which it occurs” [6]. 

Typically, learning analytics data is 

automatically collected and processed by 

machines. One benefit of this approach is that 

large amounts of data can be handled and made 

use of --- potentially in real time. 

Another relatively modern trend in 

education is collaborative learning [7]. This 

means that the students will work together on a 

task and try to find a solution, rather than being 

directly told how to get there. The role of the 

teacher becomes that of a coach, who scaffolds 

the students’ progress rather than giving them 

the correct answers / techniques outright. This 

is also referred to as “guided participation”. 

There are many forms of collaborative learning, 

but the most effective approaches seem to be 

those that put a focus on intrinsic incentives 

(e.g. the student’s natural search for knowledge, 

competence, and stimulating communication) 

and frame the task in a way that emphasizes 

collaboration rather than competition. The 

positive effects of this method are most notable 

when looking at conceptual insights that are 

acquired by the students --- something that is 

notoriously difficult to teach. However, 

collaborative learning is no more successful 

than direct instruction when teaching formulas, 

procedures, or the application of an existing 

model. 

Computer supported collaborative learning 

(CSCL) is the combination of collaborative 

learning and technology enhanced learning [2, 

8, 9, 10]. It has the potential to solve some of 

the problems that arise when implementing a 

collaborative learning task and has seen a lot of 

activity in the last decades. Unlike in direct 

instruction, the teacher's attention is split 

among several groups, which will likely work 

at different paces and struggle at different 

times. In order to manage this demand, a CSCL 

activity will often be run following to a CSCL 

script which scaffolds [11] the students and 

provides a clear pattern to follow [12]. One of 

the main benefits of using computer technology 

in a CSCL context is that the scripted activity 

can be automated, reducing organizational 

overhead and in many cases making it possible 

to implement an exercise that would not be 

possible otherwise. There are indications that 

this is beneficial to students by increasing their 

motivation, shaping their expectations and 

freeing up time to focus on the task. 

While a CSCL script gives the task a clear 

structure --- with all the upsides that such a 

guide brings ---, technology can help make its 

implementation more flexible to its specific 

context. This is described by the notion of 

orchestration: The teacher needs to respond to 

the students' needs as they arise and adapt the 

exercise to the current situation [13, 14]. 

Computer technology can provide the teacher 

with data that they can use to better orchestrate 

the activity or gain valuable information they 

can use to prepare future lectures. This is often 

done in the form of a teacher-facing dashboard, 

where the teacher can control the state of the 

exercise. Common use cases are pausing the 

activity to clear up misconceptions or motivate 

non-participating students, skipping 

unnecessary waiting time when moving on to 

the next stage, and identifying and scaffolding 

struggling groups.  

There have been several implementations of 

teacher-facing dashboards that visualize 

learning analytics data. Our focus will be on the 

visualization of epistemic information derived 

from analyzing the content of the students' 

inputs (answers, chat messages etc.). We expect 

that visualizing synthesized epistemic 

information can reduce teacher cognitive load 

as it drastically reduces the amount of text a 

teacher has to read to follow the students' 

progress. Additionally, we expect this to have a 

positive impact on orchestration by making it 

easier to identify when and where to intervene, 

as well as to facilitate teacher-led debriefing by 

highlighting the most relevant student 

contribution for further discussion. 

In teacher-led debriefing lectures, students' 

answers are put into perspective and addressed 

in the light of new course content. Students are 

required to justify their beliefs, receive 



feedback on their performance and thus get to 

structure their newly acquired knowledge 

before integrating it into a theoretical 

framework [13, 15]. Similar techniques have 

already been successfully applied in 

simulation-based medical education, where it is 

considered to be an important component of the 

learning experience [16, 17]. 

We are basing the assumptions on the 

impact of our intervention in part on a study 

similar to our own, in which content analysis 

data was added to a teacher-facing dashboard to 

support the CSCL activity EthicApp [18]. The 

data visualizations were derived using natural 

language processing (NLP) techniques on 

student data, rank ordering comments by 

relevance and comparing the work groups by 

how homogeneous their members opinions are. 

Results were promising: Experts judged about 

80% of the selected comments as viable, which 

indicates that this approach could be useful in 

reducing the number of comments teachers 

have to consider when monitoring an activity 

and thus reducing cognitive load. 

The approach to use NLP technology to 

analyze students' artefacts and utterances for 

learning analytics is not without precedence 

and there are several techniques that seem 

promising [19, 20, 21]. One such technique is 

the analysis of text to gain a measure on the 

level of confusion and precision in the students' 

answers [22, 23]. Other studies showed the 

potential to investigate semantic similarity, 

sentiment, and point-of-view --- going as far as 

being able to gauge the degree of collaboration 

Figure 1: (Stage 3) Students collaborate in a group and agree on a collective answer. 

Figure 2: Part of the dashboard of the PyramidApp. The dashboard provides information and 
controls for orchestration to the teacher. 



within a group that is working on a CSCL task 

[21, 24, 25]. 

Ultimately, we expect that the effects of our 

intervention will extend from the teachers to the 

students and have a positive impact on their 

learning gains. 

2. Research context 

An example of a CSCL script is the 

“Pyramid” (sometimes referred to as 

“Snowball”), which is structured as follows 

[26]: 

The teacher will initially give a task to the 

students, usually to answer an open question. In 

the first stage, the students will each 

individually think about and write down their 

answer. In the second stage, they are presented 

with a selection of answers from their peers and 

rate these answers by what they think are the 

most correct and complete. In the third stage, 

the collaboration truly begins, as the students 

are assigned to groups where they discuss the 

previously rated answers and synthesize an 

answer for the group. Finally, the group 

answers are rated by all students and thus the 

class agrees on one final answer. Depending on 

the size of the class, stages 2 and 3 will be 

repeated with larger and larger groups, until a 

final consensus is reached. 

Another example of a CSCL script is the 

“Jigsaw”: First, students work on their own on 

one of several topics. Then, expert groups get 

formed by grouping the students by the topic 

that they worked on. In these groups, the 

students help each other understand their topic 

in depth and prepare to present it to non-

experts. In the last phase, groups are formed 

heterogeneous by mixing students in a way that 

each group has at least one expert of each topic. 

They then take turns explaining what they are 

now proficient in to the non-experts until the 

whole group understands the entire range of 

topics. 

PyramidApp is a software that implements 

the “Pyramid” script, making it easy to integrate 

it into a classroom lesson or online course [27, 

28]. Figure 1 shows the group stage of a 

“Pyramid” script in PyramidApp. PyramidApp 

also comes with a teacher-facing dashboard, 

which provides information about the state of 

the activity and gives the teacher controls for 

orchestration (see Figure 2) [14]. 

 

We will initially focus on the “Pyramid” 

script and PyramidApp, but we are hoping to 

extend the research by analyzing to what extent 

the interventions that will be designed and 

evaluated are transferable to other CSCL scripts 

such as “Jigsaw” or “ArgueGraph” [29, 30]. 

3. Research questions 

To sum up, the research questions that we 

want to answer are the following: 

 

1. How can teacher-oriented 

dashboards with learning analytics 

(LA) indicators based on epistemic 

information facilitate teacher-led 

debriefing in CSCL scripts? 

2. How can teacher-oriented 

dashboards with LA indicators 

based on epistemic information 

facilitate real-time orchestration in 

CSCL scripts? 

3. Do teacher interventions informed 

by LA indicators related to 

epistemic information improve 

learning gains? 

 

Section 1 covers the background and 

motivation of our questions, section 2 

introduces a concrete implementation of a 

CSCL script that we will build upon to test our 

questions, section 4 lays out the methodology 

we will use to attempt to answer our questions, 

and section 5 concludes with describing what 



we expect the impact answering our questions 

will have. 

4. Methodology & methods 

Design-based research is a paradigm that 

aims to bring educational research back to 

where it has the most impact [5, 31]. Instead of 

separating the laboratory and the classroom, the 

researchers are collaborating with all 

stakeholders to make the research realistic and 

applicable. Interventions go through several 

design cycles, where the initial experiment will 

be refined and the results integrated into the 

underlying theory. 

We are going to explore several approaches 

to gather and present epistemic information in 

the PyramidApp dashboard and implement the 

interventions in practice. We will use existing 

data from previous experiments with 

PyramidApp to analyze the feasibility of the 

different presentation approaches and co-

design prototypes in cooperation with the 

stakeholders. 

Following the design-based research 

methodology, the project will go through 

several cycles. Figure 3 shows the typical 

phases of each cycle (taken from [32]). 

4.1. Analysis 

In the analysis stage, we conducted a 

literature review and identified that providing 

epistemic information to the teacher during a 

CSCL activity could lead to improved 

orchestration and debriefing. We then gathered 

several ideas for possible ways in which 

epistemic information could be gathered (see 

Table 1) and integrated (see Table 2) into the 

PyramidApp dashboard. It should be mentioned 

that they are not mutually exclusive and we 

hope to be able to implement several of them 

simultaneously.  

Before moving to the second stage 

(development), we will need to identify which 

of these options are the most promising in terms 

of feasibility and impact. To achieve this, we 

will analyze existing PyramidApp data that we 

have access to. This data comes from previous 

applications of PyramidApp in real classroom 

scenarios. It consists of all inputs made in the 

application, both from teachers (e.g. 

interactions with the dashboard) and students 

(e.g. answers and chat messages), as well as 

metadata such as timestamps. Some of the 

students’ answers have also been rated by 

teachers, giving us additional information that 

Figure 3: Overview of the design-based research method. 



could help to automatically identify the quality 

of a student-submitted text. In some cases, we 

might also develop low-fidelity prototypes to 

gauge the technical feasibility of our ideas. 

Finally, we will create mock-up visualizations 

and seek feedback from teachers. This 

preliminary work should allow us to identify 

the most promising approaches and might lead 

us to discard or add ideas. 

4.2. Development 

In the development stage, we will now be 

able to make an informed decision on which 

and how many of the visualizations we want to 

implement and will begin by creating a low-

fidelity, “proof-of-concept” prototype. We will 

seek feedback from colleagues and teachers and 

improve it until we have a first version that is 

sophisticated enough for a realistic test. 

4.3. Testing 

We will then enter the testing stage, where 

we intent to conduct multiple within-subjects 

experiments running a PyramidApp activity 

with and without epistemic information in a 

realistic classroom or Massive Open Online 

Course (MOOC) setting. This is the phase 

where we collect our data: we will use the 

PyramidApp software to automatically log all 

inputs of both students and teachers during the 

activity (the data we analyzed in stage one was 

collected in the same way in the past). We will 

also need to keep track of what was displayed 

in the dashboard at any time, ask experts to rate 

the students' answers, and have teachers and 

students answer questionnaires. We will 

consider using a dual-task method to directly 

measure teacher cognitive load [35]. If 

necessary, we will fix errors, improve the 

software and conduct additional tests until we 

have preliminary results. 

4.4. Reflection 

This data will then be analyzed in the 

reflection stage. We will attempt to integrate the 

findings into our understanding of the 

underlying theory and identify where things 

went well and where there were problems. We 

will reflect on the impact that our intervention 

had by comparing it to the activities where 

teachers did not have access to epistemic 

information. We expect to see a positive impact 

in the form of a measurable reduction in 

cognitive load, increase in the ease of 

orchestration, facilitation of teacher-led 

debriefing, and student learning gains.  

When considering learning gains, it has to 

be kept in mind that giving a correct answer 

Table 1: Potential methods to collect epistemic data. 

Table 2: Potential methods to use epistemic data. Cell colors indicate whether the method has 
potential applications for orchestration (requires real-time display), teacher-led debriefing (displayed 
at the end of the activity) or both. 



does not necessarily mean that one knows what 

they are doing, but measuring --- or even 

defining --- understanding is challenging [36]. 

We will focus on tangible expert scores for the 

time being, but might incorporate alternative 

measurements in the future. 

We will then use all the insights that we've 

gained to begin the second design-based 

research cycle. We will ask ourselves whether 

the data we gather and analyzed was sufficient 

to confirm or deny our expectations and answer 

our research questions. We will consider what 

would be necessary to extend our results to 

other CSCL scripts. Our considerations will let 

us decide whether we need to run additional 

experiments, formulate new research questions, 

or further develop our epistemic data 

visualizations. 

Figure 4 summarizes how the first design-

based research cycle looks like for this project. 

 

5. Conclusions 

Following the design-based research 

philosophy, the ultimate goal of our research is 

the application of the findings in real teaching 

situations in a way that improves learning gains 

and / or reduces the workload of the people 

involved. 

Our expected contribution is the 

development of visualizations of learning 

analytics data based on epistemic information 

to reduce cognitive load, support orchestration, 

and facilitate debriefing of CSCL scripts. We 

expect that this will improve learning gains and 

we will directly implement and validate it for 

the “Pyramid” script as well as critically 

examine and discuss its value for other types of 

CSCL scripts such as “Jigsaw” or 

“ArgueGraph”. 

The indirect influence of the research would 

be through the insights gained. The theory of 

the science of learning could be extended by 

getting valuable information on the effects and 

effectiveness of debriefing and orchestration in 

a CSCL context. Proving -- or disproving -- its 

impact can inform the direction of further 

research and lead to the development of 

successful interventions in the future. 

It should not be forgotten that even a 

“negative” result would be significant, as it 

could suggest that a specific type of 

intervention is inferior and the time of 

educators is better spent elsewhere. 

In this way, we hope to make a contribution 

to the further improvement of educational 

practice. 
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Abstract  
Employing an arts-integrated Science, Technology, Engineering, and Mathematics (STEAM) 
approach to education benefits the students by triggering creativity and innovative thinking. By 
teaching through STEAM, the teachers can better make connections between subjects and 
students understand the interconnectedness of those fields. Introducing creativity through the 
arts when teaching complex topics aids students in becoming creators of their knowledge, as 
they can explore ways to make connections between disciplines and obtain specific information 
by taking initiatives, individually or collaboratively. The idea of bringing together the creative 
approaches of learning, and taking ownership of the learning process initially requires a creative 
pedagogical approach. This approach of teaching to be creative is claimed to be one of the most 
successful ways of learning [1]. However, integrating creative pedagogy into technology 
became a necessity as technological advancements have been transforming the teaching and 
learning experiences. Intersecting the creative pedagogy (the arts in STEAM) and technology-
enhanced learning establishes new outlets of interdisciplinary teaching and learning. The recent 
global COVID-19 pandemic has caused an abrupt transition to distance education that required 
the integration of technology and digital platforms into everyday teaching because teaching and 
learning have started to happen in online environments. Such transitions have inspired 
educators to notice that they could adopt digital interventions in their classrooms. This 
educational design research aims to further understand and develop a set of digital design 
principles that aims to bring together interdisciplinary topics of STEAM by utilizing arts. To 
illustrate and demonstrate different levels of uses of these design principles, a multi-layered 
digital structure will be built. The design process is planned to be co-created by high school 
teachers with the consideration of how we could help and support students with diverse 
backgrounds and interests, and teachers with different technical and artistic competencies. The 
expected result is theorization and the utilization of the design principles in integrating 
interdisciplinary subjects through arts.  
 
Keywords  1 
Creative pedagogies, technology-enhanced learning, STEAM education, distance education, 
and interdisciplinary. 
 
  

1. Introduction 

STEAM (Science, Technology, 
Engineering, Arts, and Mathematics) is an 
acceleratingly popular educational approach 
that had been first idealized in the Americans 
for the Arts-National Policy Roundtable in 
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2007 to incentivize students to obtain skills 
linked to STEM (Science, Technology, 
Engineering, and Mathematics) fields [2]. Arts 
guide a larger number of students into 
understanding interdisciplinary connections 
through abstract ideas, and use those concepts 
to solve real-life problems [3]. Including arts in 
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the STEM curriculums help the students to 
build necessary skills for their careers in the 
21st century [4, 5]. As Colucci-Gray et al. [6] 
states: combining scientific practices with 
design, innovation, and artistic expressions is 
“integral to the process of thinking.” (p.2). Platz 
[7] stresses that student who practice In an arts-
domain perform better in their STEM courses 
because they feel interested and motivated 
about the new information. However, literature 
shows that STEAM practices vary vastly, with 
no coherent description or methods to align 
with the learning goals. In their extensive 
literature review, Perignat and Katz-
Buonincontro [2] have found that STEAM has 
been employed as a “pedagogical tool” to 
integrate arts into STEM fields (p. 38). 
Learning through arts is stressed to be easing 
the long-term retention for students [8] 
motivating them to be creative and innovative, 
and supporting their cognitive involvement by 
guiding them to construct their knowledge. 
What Kahu [9] identified to be major agents of 
student engagement are also linked to some 
expected outcomes of learning through arts: 
behavior, cognitive, affection. Behavior is 
about positivity towards the subject and 
initiation of learning such as researching, 
asking questions during lessons, etc. The 
cognitive aspect is about self-regulation where 
students plan and execute their long-term 
learning goals. The affection aspect is about 
students’ emotions and interest in the task. This 
research follows a similar approach towards 
student engagement, however, it differentiates 
by including a fourth agent about the instruction 
and the environment, that corresponds to 
Fredricks et al. 's [10] conceptualization. 
Although we can use these elements to identify 
student engagement and use this awareness to 
improve and shape the intervention 
accordingly, it will remain to be a construct that 
only aims to regulate learning in a way to 
engage students.  

Engaging students does not necessarily 
require the learning to occur, letting aside 
achieving successful learning. However, when 
an immediate change is due, like in the COVID- 
19 pandemic outbreak, retaining student 
involvement and engagement to promote 
learning becomes a challenge. Once schools all 
around the globe have transformed to distance 
education where all the teaching activities take 
place online and where every participant joins 
from another location, disputes have arisen 

while transforming the teaching material and 
the teaching approaches. To overcome these 
issues, school administrations and the teachers 
have tried multiple methods of online-friendly 
transformations that include digitizing the 
content (i.e. scanning worksheets, taking 
photos of the visual teaching materials, etc.), 
scheduling virtual classes on video 
teleconferencing software (to replace real- 
classes, by utilizing Zoom, Google Meets, 
Skype, etc.) [11], and facilitation of quizzes 
through online platforms while asking the 
students to keep their camera on to ensure they 
do not cheat. Although they seem to be feasible 
solutions, none of them are considered efficient 
in the long-term adaptation [10, 11]. Regardless 
of their sufficiency, distance education is 
turning into a preferable method of instruction. 

With the rise in the use of distance learning, 
students experience motivational problems [12] 
due to learning from a distance as it does not 
involve as much interaction and requires much 
self-regulation and independence. Motivational 
correction is considered to be easier in 
classroom settings as the teachers have the 
opportunity to observe and intervene with the 
students directly [12], but the integrity of 
student motivation and engagement becomes a 
challenge in partially digital and innovative 
teaching content. By this, the partially digital 
teaching contents address the digitized versions 
of blueprint teaching materials and classroom 
approaches. In the pre-COVID-19 world, 
education technologies were developing 
swiftly, and much research had been 
undertaken about implementing technological 
solutions into educational problems such as 
aiding student engagement, measuring and 
tracking student participation, and 
personalizing the learning outcomes. 
Technology-enhanced environments and 
learning strategies have supported and made 
room for such innovation to happen, but lacked 
practicality [13] due to limited dissemination. 
Technology-enhanced environments allow 
teachers and students to integrate the course 
format fully into online distance learning or in- 
classroom according to their needs, and by 
doing so, achieving an immersive learning 
experience that promotes engagement and 
motivation in students. Technology-enhanced 
environments are settings that are used by the 
instructors, facilitators, teachers, and learners 
for helping students to obtain knowledge and 
skills through the means of technological 



resources, and tools [13, 14]. The term 
technology-enhanced environments is used to 
address both online distance learning platforms 
and the actual classrooms that are equipped 
with technology.  

The COVID-19-caused rapid transition to 
online distance learning has illustrated where 
and how technology-enhanced learning was 
needed and could be adopted. However, such 
awareness does not tell much about the  
students’ side of the learning experience, that is, 
the student's motivation, engagement, curiosity, 
and learning. As it has been stated, students 
struggle in remaining motivated during distance 
learning [15] which can potentially influence 
their engagement and learning. However, 
introducing an arts-related activity in lesson 
plans can help improve students’ motivation 
and engagement. Especially considering the 
difficulty in keeping the students' focus and 
engagement in STEM classes, it becomes vital 
to integrate an artistic mediatory in the teaching 
approach because artistic expressions can 
support students in becoming interested in the 
knowledge they acquire [7, 8]. Dewey [16] has 
suggested that arts education is one of the core 
parts of the curriculum because arts help 
“develop creativity, self-expression, and an 
appreciation of the expression of others.” [17, 
p.136]. Therefore, it is necessary to apply 
STEAM approaches with an artistic focus on 
technology-enhanced environments. However, 
such applications do not function well in a 
short-term intervention [15] as it causes a 
disrupted cognitive fulfillment for not allowing 
enough time to build creativity and solution-
orientation. Instead, the students will focus on 
logic-based explanations that explicitly aim to 
describe the current state of a problem or 
phenomena [8]. Such an approach does not 
support trial-error during learning which 
negatively impacts the self-efficacy of students. 
Therefore, the teachers need to be equipped 
with tools and competencies that will enable 
them to design and integrate artistic activities 
on technology-enhanced environments.  

The challenge resides in transforming the 
pedagogical approach, as solely shifting the 
teaching materials is not sufficient and 
sustainable action towards improving student 
engagement. Therefore, we aim to adopt a 
pedagogical approach that can stimulate student 
interaction, creativity, willingness, and 
engagement altogether to provide successful 
learning. Bringing together all these desirable 

attributes seems feasible with a creative 
pedagogical direction. Although STEAM 
suggests interdisciplinary learning, it seems 
that arts are always used as a method to teach 
STEM subjects and not as the target subject to 
be taught, making it hard to place the arts 
among the others as an equal field [18]. 
Moreover, the diverse and clashing practices of 
STEAM can hinder inclusion of creativity, 
however, the lack of research in the approaches 
of creative pedagogies can be a challenging step 
in determining the benefit of teaching creativity 
[2, 19]. To overcome this challenge and address 
the “A” in STEAM education, this research will 
refer to creative pedagogy. The term refers to a 
sum of teaching through artistic methods in this 
research. Lin [20] addresses creative pedagogy 
as an intersection of teaching for creativity, 
learning creatively, and teaching creatively 
which also integrates both the teachers’ and the 
students’ role of learning creatively. Although 
having the role of learner can initiate an 
exhaustive philosophical discussion on learning 
to learn and the role of the teacher and the 
student in the classroom, Aleinikov [1] 
describes creative pedagogy in a more practical 
sense; as a way to initiate life success by 
introducing the learners to create their 
knowledge, to think out-of-the-box (creativity 
skills), and to be innovative.  

Creative pedagogies are an inherent 
approach to teaching creatively to guide 
students in taking ownership and responsibility 
of their learning in all study fields. The teacher 
fosters the role of the tutor who structures the 
courses and supports students to build self- 
efficacy to overcome real-life problems, and 
scientific inquiries [8]. By instrumentalizing 
arts to teach STEM creatively, the teachers can 
help their students to understand how diverse- 
looking disciplines interconnect. The creativity 
aspect has been influenced by the introduction 
of educational technologies into everyday 
learning. The combination of both has 
accelerated the process of involving 
technologies in learning to keep the students 
engaged and make their learning success. With 
the current global pandemic, in-classroom 
education has been transitioned to distance 
education all around the world. This shift 
caused many teachers to struggle with the new 
structure of teaching and the needed 
technological competencies, students faced 
hardship on maintaining interest and remaining 
engaged with course material. Therefore, we 



need to instrumentalize more of the digital tools 
or approaches that are inclusive of distance 
education. To fulfill such potential, and 
establish new aspects to the current pedagogical 
approaches, it becomes a necessity to challenge 
the traditional sense of creativity and education 
by rethinking and redesigning STEAM 
education scenarios that could be applied to 
distance or contact education.  In the 
intersection of creative pedagogies and TEL, 
incentives, and interventions relating to 
technological creative teaching approaches 
stand. However, the current tools and 
interventions need some development to bring 
these aspects together.  

This research accepts the constructivist 
approach and integrates pragmatic reasoning to 
it to develop a set of design principles to be 
employed for teaching interdisciplinary 
concepts through arts digitally, and to design an 
intervention that demonstrates methods to 
utilize those design principles. 

2. Methodology 

The aim of this research is to propose a 
framework of design principles to integrate arts 
and one or multiple STEM subjects by 
demonstrating a set of digital activities on a to- 
be-designed digital construct. This aim is 
portrayed by the initial question of this 
research: what attributes are effective and 
sustainable in a digital design that aims to 
educate upper secondary school students on 
STEM subjects through arts? To address that 
big question and to achieve the research 
purpose, the following overarching questions 
will be investigated:  

1. How do teachers and students combine 
information that originates in different 
knowledge domains of STEAM?  

2. What are the current awareness, 
practices, and challenges of teaching 
interdisciplinary STEAM subjects 
digitally in upper secondary schools in 
Estonia?  

3. What are the characteristics of a well- 
functioning and engaging digital 
artistic intervention for the purpose of 
integrating multidisciplinary learning 
strategies?  

4. What types of characteristics do the 
digital artistic interventions should 

constitute to stimulate students’ 
interest and engagement on a complex 
interdisciplinary STEM topic?  

To accommodate the layered structure of the 
research questions, and to generate key 
characteristics of interdisciplinary design 
principles of STEAM, this research will adopt 
a mixed-method design-based approach. There 
are four major phases of the design research to 
compose the final outcome of this project, 
namely: (1) analysis, (2) development, (3) 
evaluation and revision, and (4) dissemination. 
Each phase constitutes iterative processes to 
enable rebuilding, and amending the prototype 
and the included design principles. The 
research design is an altered combination of 
McKenney and Reeves’ [21], and Plomp’s [22] 
educational design research models. The 
interaction between phases and the cyclical 
research model of this research is illustrated in 
Figure 1. 

 
Figure 1: The design-based research model 
adapted for this research 
 

The preliminary analysis phase 
consists of (1) a detailed literature review to 
identify the current digital practices of STEAM 
education, and those activities’ advantages and 
drawbacks, (2) an analysis of the current 
awareness, practice, competence, and approach 
of upper secondary school teachers (of STEAM 
fields) towards teaching STEM subjects 
through arts (creative pedagogy) and on digital 
platforms. Only one data collection is intended 
for this stage to gather information on the 2nd 
factor of this phase. The data will be collected 
by the means of survey questionnaires with 
close-ended questions, and semi-structured 
interviews with teachers. The teachers will be 
acknowledged about the further proceedings of 
this research and asked to join for the other 
phases. This direct invitation would be one of 
the methods to employ participants. After 
obtaining descriptive results from the first 
phase, the development stage will commence in 
accordance with the findings. 

The development and the evaluation 
phases are strongly interconnected and are 
planned to have at least three cycles to mature 



the intervention and to achieve the intended 
outcomes. The teachers will be employed 
through the network of other PhD candidates 
and colleagues working on technology-
enhanced learning and educational 
technologies at Tallinn University. The 
teachers will be partners in this research as they 
will be responsible for participating in co-
creation workshops to brainstorm and develop 
the intervention idea. Upon developing a 
prototype, the teachers will try it in their 
classroom, observe their students for 
engagement and behavioral changes. They will 
include their feedback and in-class activity 
assessments to identify whether the tool had 
been used with intended purposes and whether 
it helped to teach interconnected STEAM 
subjects. According to the evaluation reports 
from the teachers, and data analysis, the 
intervention will be revised accordingly. 
During this process, it becomes vital to 
understand the students’ perspective of 
interacting with a digital tool aiming to teach 
STEM subjects with the help of the arts. To gain 
insight, the students will be asked to fill in a 
pre-questionnaire about their expectations, and 
their awareness of integrating arts with other 
STEAM subjects. Then, they will be asked to 
keep a record of their experience in an activity 
log; so it will enable the teachers and the 
researcher to classify whether there were any 
unintended uses. The data obtained from the 
teachers and the students will be analyzed 
collectively for identifying mismatches 
between the observation of the teacher and the 
self-reports of the students. 

By utilizing the intervention and 
gathering insightful data from both the teachers 
and the students, this research can become 
aware of what design principles are commonly 
used to integrate interdisciplinary subjects. 
Such design principles are necessary to 
determine a framework for creating a digital 
intervention for teaching STEAM 
interdisciplinary by purposefully utilizing the 
arts. 

The intended intervention is a digital 
structure that resembles a bookcase that has 
developmental archival storage. The main 
objective is to combine the same set of design 
principles in each level to illustrate the uses 
among simplistic to complex interdisciplinary 
design ideas. The first level will consist of ideas 
where the teachers could select certain expected 
outcomes or topics to integrate, it functions in a 

way that the teachers will determine their needs 
and request a ignite to pursue that idea. The 
second layer will suggest the teachers 
incorporate some additional tasks onto their 
selection, and by doing so obtain extra learning 
objectives as a result. These two layers will be 
co-developed by the researcher and the 
teachers. These two layers will list down certain 
materials that are accessible through a 
hyperlink. This way, the teachers could assign 
students with certain tasks, and send them the 
link to access the materials without needing to 
hand in task maps, materials, etc.  

The third layer will introduce arts (fine arts, 
music, plastic arts, literary arts) as parts of the 
integration. For instance, students are given 
Leonardo da Vinci’s drawings and paintings in 
a class that aims to teach certain mathematical 
phenomenon. The last layer builds upon the 
third one by allowing users to download 
activities, and upload their newly created 
artistic expression projects that aim to teach 
STEM subjects. New creations are an updated 
version of the activities on the third level or 
transformed versions of those tasks. Such a 
complex construct will predicate on the same 
design principles which will demonstrate the 
convenience of adopting creative pedagogy on 
digital tools. As the base principles remain the 
same for each layer of the intervention, it is 
intended to welcome and encourage teachers of 
different competence levels. 

Although the ambitious goal is to integrate 
all disciplines of STEAM (in different 
combinations or altogether) in the digital 
structure, such a plan becomes unrealistic and 
unapproachable due to time and budget 
constraints. Therefore, this project will 
determine one of the non-arts STEAM fields 
and focus on that field during this research. 
However, that selection will be made upon 
meeting with teachers and gathering more 
insight through data. The intervention will aim 
to:  

• Demonstrate the design principles of 
how to bring together different 
STEAM disciplines by purposefully 
utilizing arts.   

• Showcase how the design principles 
could be successfully implemented in 
different levels of digital structures 
and designs. 

• Support student engagement and 
interest with creative interdisciplinary 



tasks on the developed digital 
structure. 

• Overcome the technology-competence 
barrier of the teachers, and encourage 
them to take ownership and be creative 
in their profession. 

• Help the teachers to explore ways for 
guiding their students through 
complex interdisciplinary 
relationships. 

 

2.1. Ethical consideration, 
limitations, and expected 
responsibility distribution 

Language barrier resides to be the 
primary limitation of this research. I do not 
speak Estonian and need to work with students 
who can communicate in English, or ask the 
teachers to translate the conversations/data. 
Alternatively, working with a MA Educational 
Sciences student during data collection can help 
me overcome this challenge.  

As I am a new-starter of coding, it may 
be challenging to produce the intervention by 
myself or with the sole support of the teachers, 
and I may need to work side by side with a 
programmer. However, as the intervention is 
not going to be a mobile application that 
requires more complexity, this limitation will 
be overcome by using online platforms to 
generate content that is to be utilized as a 
demonstrative and functioning design. 

Teachers will be in direct contact with 
the students, and as some students might feel 
obliged to comply with the teacher’s requests or 
instructions, this may arise power-related 
problems. Another power issue could reside in 
the relationship between the teacher and the 
researcher. We can overcome the latter by 
assigning the teachers to be action researchers 
alongside being co-creators. The teachers will 
be responsible for tracking their students’ 
progress, interest, and success. Alongside the 
interventions’ influence on the students, the 
teachers will be responsible to note any positive 
(the intervention works in favor of students’ 
learning, and teachers’ ability to use it), and 
negative (misuse of the intervention- if 
possible, lacking function and purpose) 
influence of the intervention. The teachers will 
be asked to gather these observations, and notes 

together to share their experience with the 
researcher. We will ask students to provide us 
with individual and group feedback to share 
their opinion of the intervention, and if they 
think this new tool works for them with the 
reasoning behind them. Then, we will ask 
students to tell us how we could improve this 
intervention that they would prefer using it. 

The researcher is responsible for (1) 
categorizing and analyzing all data including 
the student feedback, (2) co-creating the 
intervention with the teacher, (3) noticing the 
patterns in the design that may be challenging, 
and (4) identifying design principles in the 
process of development. The teachers will be 
responsible for (1) co-creating the design, (2) 
working as action researchers who are willing 
to improve their professional skills, (3) 
collecting data from the students, and (4) taking 
observation notes and writing feedback during 
their classes. 
 

2.2. Expected outcome and 
significance 

This research starts with a goal to 
identify the characteristics of the effective 
implementation of arts subjects into STEM 
subjects on digital environments and platforms 
by producing a curated medium through 
analyzing the existing approaches and practices 
alongside this research. It is expected to 
establish a set of digital design principles for 
integrating arts into teaching, and a reliable tool 
that helps teachers to teach STEM subjects 
through arts while creating a basis to encourage 
further research adopting the design principles. 

The intervention can be employed by 
higher education institutions in the future, 
especially for teaching engineering students to 
foster creativity, innovative thinking, and 
communication in their professional life. The 
intermediary digital structure is planned to be a 
demonstration of how such design principles 
could be utilized and employed. By doing so, I 
aim to provide an explanatory and prescriptive 
theory that can guide other research in a similar 
field, especially investigating the 
interconnections of STEAM subjects, and the 
methods of teaching and learning these subjects 
in alignment with their interconnectivity. The 
tool and the design principles behind it will be 
used to elaborate and clarify some of the 



fuzziness in the practice and theory about TEL-
empowered STEAM education.  

The arts in STEAM are used solely for 
the purpose to be a way to teaching STEM 
subjects, making the arts-related studies 
considered insignificant for both the learner and 
the teacher. However, it has been evident that 
art studies alongside or through STEM subjects 
provide ground for growth by integrating 21st-
century skills and inclusivity. Therefore, this 
research will focus on developing a framework 
of design principles for TEL-empowered 
STEAM subjects, minding the value the arts 
acquire in the teaching and learning practices. 

Each phase of this research will 
contribute to the development of these design 
principles. First, the analysis stage will help to 
elaborate on what digital practices of STEAM 
have functioned effectively, and in what ways 
those aspects can be integrated into a design 
together. Then, the key principles of 
multidisciplinary integrations are understood 
better and are merged in the initial 
development. Although certain practices and 
activities might have worked in the future, it 
does not ensure a functioning design when they 
are put together. The development and 
prototyping phase will help explore which 
combinations of design principles work well 
together, in the sense of engaging students by 
integrating two or more disciplines. The 
practical aspect of this research will 
demonstrate the methods of incorporating and 
utilizing the core design principles for 
multidisciplinary education in classrooms and 
distance education. 
 

2.3. Timeline 

This research will be undertaken in the 
nominal period of a doctoral degree in Estonia 
which is 4 years. To cover all aspects that are 
considered necessary in this research plan, each 
year of the doctoral study will have an overall 
theme of research. Although Figure 2 illustrates 
the timeline as a linear and progressive chart, 
the development phase consists of multiple 
cyclical studies that aims to clarify and advance 
the set of design principles to utilize in 
integrating numerous topics into an 
interdisciplinary learning context and outcome. 

The first year focuses on analysis of the 
current knowledge and practices of STEAM in 

Estonian upper secondary schools (excluding 
vocational schools), and the exploration of  the 
common attributes of digital tools of an 
effective and sustainable integration of arts into 
STEAM education.  The second and third years 
will focus on development cycles that involve 
designing an intervention based on the design 
principles, testing it with teachers and students, 
and revising the design according to the 
feedback received from the users and the 
evaluation of whether the intervention enables 
other interdisciplinary work.  
 

 
Figure 2: The brief timeline of this research 
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