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Abstract

The subject of the article is the process of data encryption for building systems of distributed secure
data storage. The aim of the work is to develop a method of data encryption based on Redundant
Residue Number System (RRNS) and evaluate its cryptographic strength. The tasks include
analyzing the existing method of data encryption using RRNS and investigating its cryptographic
strength; constructing a structural diagram of the encryption process based on RRNS and shuffling
method based on the M-sequence key; justifying the use of the conditions mentioned in the work to
reduce the bit width of the used modules. The methods used in the research are: RRNS-based digital
information protection method; methods of data transformation and processing in RRNS; methods
for evaluating the cryptographic strength of encryption algorithms. The following results were
obtained: an algorithm for data encryption based on RRNS was proposed. The existing method of
data encryption based on RRNS is investigated and an improved method of data encryption based
on RRNS and the shuffling method based on the M-sequence key is proposed. A formula was
derived to estimate cryptographic strength in RRNS-based data encryption, allowing calculation of
module number and bit width for protection comparable to AES 128 against brute-force attacks.
Suggested was a minimum message length to decrease required module bit width for specified
protection levels. Cryptographic strength comparisons were made between classical RRNS
encryption and proposed RRNS with shuffling method using M-sequence key. Findings: Novelty lies
in proposing RRNS-based data encryption employing an additional key for M-sequence key-based
shuffling, ensuring heightened cryptographic security. A structural diagram for RRNS data
encryption was devised, alongside a formula for estimating cryptographic strength in the proposed
RRNS method. The conducted research showed that the proposed method with a module bit rate of
8-16 bits provides 11-15 times higher cryptographic strength compared to the classical method of
encryption in RRNS, and with a module bit rate of 8-16 bits, and with a module bit rate of 96-128
bits, on average, it is 3 times higher which makes it suitable for building secure distributed data
storage systems.
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1. Introduction

To backup data, distributed systems can be used that make it difficult for intruders to access
data. Distributed data storage systems allow splitting data into fragments which can be
located on physically remote devices or cloud services that complicate physical access to
information. In the case when an attacker gets access to part of the data or one of the data
storage devices, the use of encryption, in particular, the block type of encryption and
maintaining sequential blocks on different devices allows for additional data protection and
makes it impossible to decrypt it.

There are a number of methods for splitting data into fragments; one of them is the use of
the Residue Number System. According to RRNS, data is split into fragments due to the
predetermined modules, which reduces the bit-width of the number and increases the speed of
performing arithmetic operations, especially when processing long-length messages, for
example, during hardware implementation of cryptographic algorithms [1]. The inverse
transform is performed on all residues simultaneously, so in case of interception of some of
them by an attacker, recovery is impossible.

2. Related works

Despite a large number of existing data protection methods and algorithms, the number of
cyber threats to intelligent and computer networks is increasing [2]. As a result, public
attention to cryptography is growing. Most of the modern scientific and technical problems
that need to be solved are related to data protection [3].

Data encryption methods are developed with the aim of detecting modifications along with
ensuring security to prevent an intruder from getting access to data or modifying it when
transmitting [4].

Common data protection methods include the use of long symmetric and asymmetric keys
[5], as well as various key generation algorithm functions [6]. The use of new types of
quantum generators of pseudorandom signals [7] makes it possible to ensure the true
randomness of the generated keys. Application of multilevel encryption methods [8] can be
efficient, but such solutions lead to a significant decrease in the performance of cryptographic
algorithms [9].

In turn, the use of non-positional number systems, an example of which is the RRNS [10],
makes it difficult for an attacker to decode data, and the use of simple algorithms allows the
implementation of multilevel encryption methods [11], which, in combination with other
common solutions, significantly improves data protection [12]. In [13], a special system of
modules for building correction codes based on the RRNS was considered. Their use is one of
the ways to increase the reliability and security of data storage systems [14] and distributed
storage of residue files allows increasing trust in cloud storage providers [15].

The purpose of the research is to develop a data encryption method based on the RRNS
and estimate its cryptographic strength.



3. Research on encryption in RRNS

3.1. Data encryption algorithm in RRNS

Data conversion in RRNS is carried out according to the following formula:
x; = Xmodp , (1)

where (x,,x,,...,x,,...x,) is the sequence of residues; X - data given in the positional

number system; p; - relatively prime modules.
The received residues x; are written into files and stored in the network or distributed data
storage. Data conversion from the RRNS into the positional number system is carried [14]:

z[zn:xi -biJmodP, ()

i=1
where P is the total range of the system and determined by the following formula:

P= l_Ipi ;
i=1
b; are the base numbers of the RRNS, which are determined according to formula:

P
b, =—-m; =1modp;,

Pi
where m; - is a set of coefficients that ensure the conversion orthogonally and satisfy the
condition 0<mj<pi;.
To detect errors in the RRNS, an extended system of modules (p1, p2, ---s Pis -+ Pks ---» Pn) 1S
used, where k is the number of modules of the working range.
To detect errors, the following concept of the working range is introduced:

k
H= Hpi :
i=1

If an error occurs in the residue of one of the modules (x1, X2, ..., Xi*, ..., pn) the value X*
obtained as a result of the inverse transform will be outside the working range, i.e. H<X".
Data encryption algorithm in the RRNS consists of the following steps:

Choosing the size of the encryption block.
Selecting the number of relatively prime modules.
Selecting the value of relatively prime modules.
Converting the data block into decimal format.
Converting the data block into the RRNS according to formula (1).
Coding residues into the optimal volume format.
Recording the residues xi into n files to store them on distributed media.
The data encryption key in the RRNS is presented by the values of modules pi and their
number n.

N



3.2. Data encryption conditions in RRNS

It should be noted that conducting theoretical research, we are not restricted to any
conditions when selecting modules, but they must be taken into account during
implementation. The first condition is that the smallest addressable memory cell is a byte.

Accordingly, the values of modules should be selected so that the working range meets the
following condition:

H22%+1,

where H - is the working range; ¢ — is an integer that determines the amount of stored
data.

It is also necessary to take into account that relatively prime numbers are used as modules
in RRNS, the values of which affect the size of the working range [16].

For example, when c=2, the value of the working range must satisfy the condition
H=>65537. To fulfill this condition, one of the options is a set of modules: {41, 43, 47}, with the
value H=82861, and another one is as follows: {3, 5, 7, 11, 13, 17}, H= 255255.

As it is seen, both values satisfy the condition, however, in the second case, the number of
modules is 2 times larger and, accordingly, the number of memory cells for storing the
residues is also required to be 2 times larger.

Due to this comparison, it is possible to derive the condition for selecting the optimal set of
modules, namely, the dependence on the number and bit-size of modules.

We cannot unlimitedly increase the number of modules, because it complicates the
operations of writing and reading data from memory, and the speed of performing arithmetic
operations with modules of the same bit-size takes the same amount of time [17].

When comparing sets of modules {41, 43, 47} and {3, 5, 7, 11, 13, 17} which have the same
bit-size, i.e., 1 byte and 2 bytes of the working range, the 1% set of modules is 2 times more
effective, since its residues are 3 bytes when calculating and the 279 set of residues is 6 bytes.

When attempting unauthorized data decryption (2), the intruder needs to determine the
number n and the value of modules pi, which have been used to encrypt data in RRNS.

Thus, the problem of estimating the cryptographic strength of data encryption based on
the RRNS is still relevant.

According to the asymptotic distribution of prime numbers, their amount in the interval
from 0 to some q is approximately determined by the following formula:

q
a(q) = . 3
(a) o107 (3)
When using s-bit numbers, the range q can be represented as q=2%, and formula 3 is as:
25
als)=— 2 @

T (-n2)-1,07
When selecting a system of n modules, the approximate number of options can be
determined by the following formula:

2(s)
L(n,s) = Hn(s). (5)
n(s)-n

For small values of s, this notation is more accurate. However, under the condition of using
modules with the bit-size s=16, formula 5 can be represented as follows:



25 n
L(n,k) = {m} . (6)

Accordingly, the total complexity of direct and inverse transforms based on the RRNS is
determined due to the following formula [17]:

Oggns (n*-2%%). (7)

And the total computational complexity of the cryptanalysis algorithm based on the RRNS

is calculated as follows:
0([ 2 j -n2-22‘5]- ®)
s-1n2

When determining the complexity of the cryptanalysis algorithm, it is advisable to round
down the power values, which makes it possible to compare the algorithm strength with
common solutions based on modern symmetric algorithms [18].

3.3. Research the complexity of the cryptanalysis algorithm

The smallest acceptable number of modules in a redundant RRNS should consist of two
information modules and one check modulus, i.e., n=3.

Taking into account this condition, the total computational complexity of the cryptanalysis
algorithm with the specified set of modules (formula 8) is determined as:

N
O 2 .9.02%s |,
s-1n2

The calculation results of the dependence of the cryptanalysis algorithm total complexity

on the bit-size of the residues with two information modules and one check modulus are
presented in Table 1.

As it can be seen from the above calculations (Table 1), when the bit-size of the modulus
increases by 8, the bit-size of the cryptanalysis algorithm computational complexity Q(n, s)
increases on average by 24 orders, which shows a direct linear dependence, and the overall
system efficiency gradually decreases, since the percentage growth falls. To study the
dependence of the computational complexity of the cryptanalysis algorithm on the bit-size,
n e [4,8] ands €[8,128] are substituted into formula 6.

The results of this study show that the dependence of the computational complexity of the
cryptanalysis algorithm O(n, s) does not change and stays linear when the bit-size of residues
increases.

In general, an increase in the bit-size of modules leads to an increase in the cryptanalysis
complexity by approximately 2 times when the number of bits increases from 8 to 16, with a
further decrease in the efficiency of each subsequent one to 1.07 times when the bit-size of
modules is 120-128 bits.

In cryptography, one of the methods used to estimate cipher strength is the computational
complexity of sorting through all candidates, and this method is called a brute -force attack.
Currently, one of the most common data encryption algorithms is AES — a symmetric
encryption algorithm with a key length of 128 bits [18].

Based on the conducted research (formula 8), let us select the modules whose bit-size is
similar to the use of the AES 128 algorithm (Table 2).



Table 1
Dependence of the total complexity of the cryptanalysis algorithm on the bit-size of modules,
when n=3

Ne 2s O(n,s)  Q(n,s) Efficiency
28 5,67E+07 225 -—-

216 4,75E+14 248 1,92
224  5,32E+21 272 1,50
232 6,09E+28 295 1,32
240  8,98E+35 2119 1,25
248  1,206E+43 2143 1,20
256  1,81E+50 2166 1,16
264  2,65E+57 2190 1,14
272 3,95E+64 2214 1,13
280  5,97E+71 2238 1,11
288  9,10E+78 2262 1,10
296  1,40E+86 2286 1,09
2104 2,17E+93 2310 1,08
2112 3,38E+100 2333 1,07
2120 5,29E+107 2357 1,07
2128 8,32E+114 2381 1,07

where 2s - is the bit-size of modules that can be used; Q(n, s) — full digits, which are
provided by O(n, s).

Table 2
Bit-size of modules with a key length of more than 128 bits

n 3 4 5 6 7 8
2s 248 240 232 224 224 224
Q(n,s) 2143 2155 2152 2134 2154 2174

In order to estimate the cryptographic strength of the ciphertext transmitted to the remote
storage device, it is proposed to take into account not only the overall complexity of the
cryptanalysis algorithm based on the RRNS, but also the size of the files of residues, since
when intercepting a message, an intruder does not know the bit-size of the selected modules.
Therefore, to decipher the message, it is necessary to sort through all the prime numbers that
can be used as modules during encryption.

According to the asymptotic distribution of prime numbers (formula 4), the amount of
prime numbers in the file of residues is determined by the following formula:

£
1

SH=f-) ©)

i=3

where f is the bit-size of the files with residues.
Since the development of a system with a redundancy of more than 100% is not advisable,
therefore the sum of the sizes of all files with residues should not exceed twice the size of the

initial file, and the size of the fragment itself is calculated according the following formula:



where n is a number of modules; F is the size of the initial file.
Based on formula 9, we determine the dependence of cryptographic strength on the size of
the files with residues (Table 3).

Table 3
Dependence of cryptographic strength on the size of the files with residues

f 1byte 1Kb 1 MB 10MB 50 MB
Sf 9 6,63E +04 1,26E +08 1,45E +08 891E +10
s=|21] 23 216 226 227 236

Accordingly, both the overall complexity of the cryptanalysis algorithm (formula 8) and
the dependence of cryptographic strength on the size of the files with residues are taken into
account to determine the values of the modules of the intercepted message (Table 2). At the
same time, the complexity of message decryption is calculated according to formula:

0 z n-nz-zz's - f-zfll =0 zfll- z n-f-nz.z“ (10)
sIn2 i

=i =1 | sln2

Based on the calculated computational complexity of the cryptanalysis algorithm (formula
8) and the cryptographic strength (Table 3), the required bit-size of the modules to ensure the
complexity of the message decryption is determined (Table 4).

Table 4
The complexity of message decryption with different bit-sizes of modules
n 3 4 5 6 7 8
2s 240 240 232 232 224 224 224 224 224 224 216 216
. 1 1 1 1 1 1
Minf 1Kb MB 1Kb MB 1Kb MB 1Kb MB 1Kb MB 1Kb MB
Q(:)’ £ 2135 2145 2140 2150 2129 2139 2150 2160 2170 2180 2130 2140

According to Table 4, it can be concluded that consideration of the minimum length of the
files of residues of 1 KB when determining the complexity of the message decryption allows
reducing the bit-size of modules by 8 bits while ensuring the required level of protection.

4. Data encryption method based on RRNS and pseudorandom
sequences

4.1. Scheme of the data encryption method in RRNS

In order to increase the level of the encryption algorithm cryptographic strength based on the
RRNS, this paper proposes an improvement of the encryption method by changing the
position of the residues x; using pseudorandom sequences PRS (S.key).



As a PRS, we select an M-sequence that provides a high bit generation rate and the
required key length [19, 20].

Figure 1 shows an encryption scheme based on the RRNS, where p; is a set of modules,
Cipher is an encryption block, and Decipher is a decryption block.

[Pi]

Decipher

Data Data

Figure 1: Scheme of the proposed encryption method based on RRNS.

It is proposed to write the calculated residue to the file of residues without change when
the signal is '0". In the case when the value of the sequence is equal to '1', then the residues are
recorded into the following file of residues, and the last residue is recorded into the first

file (Fig. 2).
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Figure 2: Data conversion using the shuffling method.

The residues are shifted according to the value of the PRS, which is notated as '0' and '1".

During decryption, the inverse sequence of operations is performed, i.e., first, the
contents of the files of residues (F_1 - F_4) are written into the corresponding residue arrays
to which the shift key operation is subsequently applied.

Considering that the RRNS is a non-positional number system, the shift of the residues by
one position makes it difficult to restore data. If the set of modules used to develop the system
is unknown, an attacker will not be able to obtain the source file even after gaining access to
all residue files.

4.2. Cryptoresistance of the data encryption method in RRNS

To recover the correct sequence of residues, an attacker needs to sort through each of the
possible residues in all the residue files. It is possible to obtain the correct residue file if the



sequence for all files is correctly selected. The number of residues depends on the number of
modules bits, and the complexity of sorting possible candidates taking into account the shift,
is determined by the following formula:

R
O(n,f,s,i) =) nl¥i. (11)
i=l

As it has been proposed earlier to use a minimum size of the residue file of at least 1 KB,
then by substituting the corresponding values into (11) and taking into account the data in
Table 3, the complexity of sorting residues in the residue file can be determined (Table 5).

Table 5

The complexity of sorting residues by an attacker with unknown modules
n 3 4 5 6 7 8
28 240 232 224 224 224 216

Q(n, f, s, 1) 2582 21064 21638 22106 22808 23010

As it can be seen in Table 5, the complexity of sorting residues Q(n, f, s, i) taking into
account the shift, is quite high, and its consideration makes it possible to increase the
cryptographic strength of the developed system and reduce the bit-size of the modules.

Thus, taking into account the complexity of finding residues (formula 6), the cryptographic
strength of the system (Table 2), the complexity of sorting the residues (Table 5) and messages
whose residues will be at least 1 KB, it is possible to determine the complexity of breaking
into the system when using a different number of modules with a bit-size of less than 16 bits
(Table 6).

Table 6
Cryptographic strength of the system with up to 16-bit modules

n 3 4 5 6 7 8
Qn, f,s,1) 2229 2971 593 Q71 904 1i09
The results of the dependence of the system cryptographic strength on the bit-size of the
residues with two information and one check modules are shown in Table 7.

As it can be seen from the above calculations (Table 7), when the bit-size of the modulus
increases by 8, the bit-size of the computational complexity of the cryptanalysis algorithm
Q(n, £, s, i) does not increase linearly, but it significantly decreases when the bit-size of
modules increases up to 24 bits and higher.

4.3. The complexity of the cryptographic strength of the proposed method

A comparison of the dependence of the calculation complexity of the decryption algorithm
O(n, k) (Table 1) and the developed data encryption method Q(n, f, s, i) (Table 6) on the bit-
size of modules when n=3 is shown in Figure 3.
The proposed method provides 11-15 times higher cryptographic strength with 8-16 bit
modules than the classical method, and on average 3 times higher with 96-128 bit modules.
It should be noted that this complexity of breaking into the system will arise only if the
attacker does not know the bit-size and the modules themselves.



Table 7
Dependence of the system cryptographic strength on the bit-size of modules, when n=3

Ne 28 Q(n,f,s,i) Efficiency

28 2394 —

216 2559 1,42
224 2667 1,19
232 2749 1,12
240 2813 1,09
248 2867 1,07
256 2014 1,05
264 2954 1,04
272 29% 1,04
280 21021 1,03
288 21049 1,03
296 21075 1,02
2104 21098 1,02
2112 21121 1,02
2120 21141 1,02
2128 21161 1,02

However, when the system works for a long time, all official information usually
becomes public knowledge.

In this case, an attacker can examine each digit position separately, checking whether the
condition 0<X<M is fulfilled, and formula 11 is as follows:

;
O(n,f,s,i) = an-% (12)
i=1 '1

Taking into account the previously mentioned conditions and formula 12, the complexity
of sorting through the fragments in the residue file with the modules known to an attacker is
shown in Table 8.

1220
1120
1020
920
820
720
620
520
420
320
220
120
20

0 8 16 24 32 40 48 56 64 72 80 88 96104112120128186

Figure 3: Comparison of the cryptographic strength of the RRNS O(n, k) and the developed
method Q (n, f, s, i) due to the bit-size of k when n=3.



Table 8
Residue sorting complexity with known modules

n 3 4 5 6 7 8
28 240 232 224 224 224 216
Q (l’l, f, s, 1) 27 29 212 214 217 221

As it is shown in Table 8, in the case when an attacker knows the set of modules p;,
which has been used to split the input data array into arrays of residues, the sorting
complexity significantly reduces and largely depends on the length of the file and the key
length.

Since it has been assumed that for calculations the residue files should be at least 1 KB, and
the use of 1-byte modules is not advisable due to the increase in the time of the read/write
operations, a 512-bit key is sufficient for data encryption.

5. Discussions

Among the results of this study, the following issues need to be discussed.

Firstly, when developing secure RRNS on the basis of redundant RRNS, the problem of
justifying the number of check modules arises. According to the 2022 Backblaze Storage Cloud
report [21], the percentage of failure of data storage devices (DSD) depends to a small extent
on the size of the device itself and to a large extent it depends on the time of operation, but
even for the devices that have been working continuously for more than 8 years, the
percentage does not exceed 3.73% for small DSD (up to 10 TB), and for disks with a size of 12-
16 TB, on average it is 1.07%. This proves the high reliability of modern DSD and allows the
detection and correction of only a single error when calculating the number of RRNS check
modules.

Secondly, we propose to use the bit-size of the residues not less than 1 KB. Table 3 shows
the dependence of additional cryptographic strength on the size of the residue file.

Finally, a PRS of maximum length (M-sequence) is used as an additional key, because it
provides a high bit generation rate and the required key length. However, other types of PRS
can also be implemented.

6. Conclusion

The method for data encryption based on redundant RRNS and the residue shift by the M-
sequence key is proposed and investigated in this paper.

The formula for estimating the cryptographic strength of data encryption based on the
RRNS is created, which makes it possible to determine the number and bit-size of modules
that provide a level of protection similar to the AES 128 algorithm in brute-force attacks.

It is proposed to reduce the minimum length of the message, which makes it possible to
reduce the bit-size of modules necessary to achieve the specified level of protection.

A comparison of the cryptographic strength of the classical method of encryption in the
RRNS and the proposed method based on the redundant RRNS and the residue shift by key is
carried out.



The proposed method provides 11-15 times higher cryptographic strength using 8-16 bit

modules than the classical method, and 3 times higher on average when using 96-128 bit
modules.

In our opinion, the most promising areas of future research are the following ones:

e Studying the impact of other types of attacks on the proposed encryption method.

e Investigating the cryptographic strength of the algorithm when increasing the number
of the RRNS modules.

e Studying the prospects of using the proposed approach to encryption of medical
images.
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