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Abstract

Currently, there is an increase in the complexity of software, an increase in the responsibility
assigned to it, and tightening requirements for software quality and security on the part of users, so
predicting and determining the level of software security (as one of the characteristics of software
quality) based on requirements using AI components is an urgent task, the solution of which is the
purpose of this study. The analyzed Al-based methods and tools for predicting the level of software
security and quality have great potential, but they do not establish the dependence of software
security on quality attributes, do not form a predicted numerical value of software security based on
attributes, and do not provide a prediction of the level of software security based on the obtained
numerical value. The developed method for determining the security level of software establishes the
dependence of software security on quality attributes, forms a predicted numerical value of software
security based on attributes, provides a prediction of the level of software security based on the
obtained numerical value, and provides a comparison of software requirements specifications by
predicted level of security of developed software (of course, if the bugs are not made at the next
lifecycle stages) and a possibility of rejection form unsuccessful specifications.
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1. Introduction

Now various business and industrial enterprises use software. The need of software is emerged
through the existing technological breakthroughs. The need of software increase for a wide
range of enterprises and economy sectors. “Statista” shows that software spending is currently
estimated at USD 491 billion, and the size of the USA software market is USD 285 billion [1, 2].

Under such circumstances, when software engineering is crucial and software becomes more
complex, creating high-quality software is the most crucial undertaking for the software
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domain's expansion and high reputation, as software quality is a growing concern for users.
The stakeholder satisfaction is associated with software quality assurance, because if the
consumer is pleased with the product, then this product is quality. According to standard,
software quality shows the degree to which the software meets the user’s needs in the different
conditions [3].

Nowadays, software has become one of the most expensive industries, and any bottlenecks
in the development process can lead to undesirable consequences. Multiple software faults and
failures still occur uninvited due to errors and defects remaining in the software. For every
invested $1 billion, software companies lose an average of $97 million due to poor software
quality [4]. The price of low-quality software in 2020 amounted to 260 billion US dollars
(compared to 177.5 billion US dollars in 2018) [5]. In general, about 10-20% of all software
projects are not completed, 40-60% of projects are completed 150-200% late, 40-55% of projects
require additional costs, 25-40% of projects do not fully realize their objectives, 20% of projects
do not take into account all changes on the part of the customer [6].

Because it is impossible to find and fix all software defects, it is important that the negative
effect of defects will be detected, resolved, and minimized as early as possible. The early finding
and fixing the software defects provide minimizing the damage caused by software defects,
because the amount of time and money increases when there are defects in the software.
Although software defects monitoring and repair are also both costly and time-consuming to
complete procedures.

So, the software quality assurance is usually results in more money and time. The software
developers generally consider software quality assurance as an additional lengthy and
documentation-intensive operation with little value to the client, however, they are wrong,
because clients are interested in the high quality of the product they will have to work with, on
which their health and even life may depend.

Now we have not only increasing scale of software, but the rapid development of artificial
intelligence also. Artificial intelligence is the best tool for analysis of the vast amount of data
and saving of human effort, in particular for significantly reducing the time and increasing the
efficiency in the development of complicated software. The world quality report estimates that
64% of the companies implement artificial intelligence for the software quality assurance
processes [7].

So, now software quality is the key aspect and priority of functioning every software
organization. Software quality prediction is performed at various stages of software projects.
As the size of software is constantly growing, software quality prediction and assessment is
becoming more complex. The accurate software quality prediction and assessment will help
software developers and software engineers to develop the high-quality software. Early (based
on the specification of software requirements) prediction of software quality is used to select
certain preventive measures to reduce the number of software failures and malfunctions during
its operation. High-quality requirements engineering leads to an increase in software quality
and security and reduces the risk of software project failure (exceeding development time,
exceeding development cost, lack of planned functions).

According to the ISO 25010:2011 standard [3], software security is one of the characteristics
of software quality and, like other characteristics, is determined on the basis of certain quality
attributes from the ISO 25023:2016 standard [8]. Measurement of such attributes is mainly
performed for the finished source code, but all these attributes, along with their values, should



be specified in the software requirements specification so that developers are obliged to ensure
the presence and value of each attribute in their software for its further verification and
validation. Thus, based on the values of the attributes contained in the requirements, it is
realistic to predict the level of software security.

The ontology of software security as a software quality characteristic based on the ISO 25010
standard is shown in Fig. 1 [9, 10].

Fig. 2 [9, 10] shows a weighted ontology of software security as a software quality
characteristic based on the ISO 25010 standard (an ontology in which all attributes have certain
weighting factors). The weighting factors for software quality attributes were determined
according to the method for estimating factor weights proposed in [11].

Thus, at present, there is an increase in the complexity of software, an increase in the
responsibility assigned to it, and tightening requirements for software quality and security on
the part of users, so predicting and determining the level of software security (as one of the
characteristics of software quality) based on requirements using Al components is an urgent
task, the solution of which will be the purpose of this study.
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Figure 1: Ontology of software security as a software quality characteristic based on the ISO
25010 standard [9, 10].
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Figure 2: Weighted ontology of software security as a software quality characteristic based on
the ISO 25010 standard [9, 10].

2. Survey of Research

Let's consider known Al-based methods and tools for predicting the level of software
security and quality.

Paper [12] proposes the software structure and function protection using recurrent
neural networks with good protection effect, that can be applied to information misuse,
information anomaly and security response.

Paper [13] proposes the deep learning-based method for vulnerability detection, that
can learn and automatically generate the vulnerability pattern, and the graph neural
network-based method for slice-level vulnerability detection and interpretation. These
methods normalize the source code, extract slices to reduce the interference of redundant
information, and the vulnerability slices are fed into the vulnerability interpreter to obtain
the concrete lines of vulnerability code. These methods correctly detect 59 real
vulnerabilities in the four open-source software.

Authors of [14] develop the methodology for analyzing the software security and
detecting security incidents, the deep learning-based and artificial immune-based model for
security incidents identification, the artificial immune-based and convolutional neural
network-based method for optimization and classification of security incidents, and the
software package for detecting the software security incidents.

Paper [15] propose the various machine learning models for predicting the software
faults, the performance of which depends on quality of set of data, on data issues (data
dimensionality, class overlapping, class imbalance, missing data) and can be enhanced by
enhancing the dataset quality, including data quality, data pre-processing, data modeling,
data performance. etc.



The authors of [16] investigates the prediction for software efficiency and quality
analysis, for evaluation of each software component efficiency parameters and for analysis
of basic aspects before the software design stage using enhanced feed-forward neural
network machine learning classification with CatBoost.

Paper [17] discuss some models, methods, tools and standards of software quality and
quality assurance by using machine learning-based approaches for forecasting,
optimization, features identifying and enhancing the effectiveness of software defects
prediction.

The authors of [18] develop the optimized machine learning-based model for software
fault prediction with the purpose of the software quality improving. The software important
features are selected with ant colony optimization technique, after that the selected features
are fed to support vector machine as its inputs.

The goal of study [19] is the prediction of the software quality with higher accuracy than
previous methods and tools. The authors of this study prove that machine learning
algorithms with data pre-processing and feature extraction on datasets with the software
metrics provide more accurate results in the software quality prediction.

Paper [20] research the impact of software domain and software quality attributes in
software quality prediction by deep learning methods with using different datasets. The
value of this research is in raising the identifying the quality attributes in requirements
preparation and help requirements engineers understand what requirements’ issues to
focus.

Authors of [21] analyze the relationship between the improvement of software
requirements and the software quality. Analysis shows that software quality depends on
the measures of metrics from ISO/IEC 25010, IS\IEC 25023 standards. The study
empirically shows that the improvement of the requirements leads to the improvement of
the software quality.

Authors of [22] develop the software defect prediction model and software
maintainability prediction model, which based on the decision tree as a more efficient
classifier. In addition, authors develop the framework on the basis of the set of guidelines
for improving the software quality.

Authors of [23] use the generalized regression neural network with the improved cuckoo
search algorithm for mapping the nonlinear relationship between software metrics and
software quality characteristics, and propose the GRNN-based software quality prediction
model for improving the accuracy of the software defects prediction.

Paper [24] proposes the framework of the single-layer radial basis function network
with thin-plate spline RBF (as its activation function) for software quality prediction. The
proposed network was verified for five unknown software samples and was demonstrated
that the predicted quality is very close to the actual software quality.

Authors of [25] develop the seven-ensemble machine learning model for software defect
prediction based on the Cat boost. The obtained results prove that the proposed Cat boost
model provides the high performance for all the three defects datasets though decreasing
the overfitting and reducing the training time.

Paper [26] empirically demonstrates performance of defects prediction by ten ensemble
predictors. It used 15 software projects from PROMISE repository and results of



experiments demonstrate that ensemble predictors improve the performance of defects
detection.

Authors of [27, 28] use the firefly optimization methodology and propose the objective
function for prediction of the software quality with superior results on MATLAB with actual
data.

The analyzed Al-based methods and tools for predicting the level of software security
and quality have great potential, but they do not establish the dependence of software
security on quality attributes, do not form a predicted numerical value of software security
based on attributes, and do not provide a prediction of the level of software security based
on the obtained numerical value.

3. Method for Determining the Security Level of Software

From Figs. 1, 2, it can be seen that software security (as a characteristic of software quality)
depends on 5 subcharacteristics (Confidentiality, Integrity, Non-Repudiation, Accountability,
Authenticity), each of which depends on certain quality attributes. Thus, according to ISO 25010
[3] and ISO 25023 [8], software security (as a characteristic of software quality) depends on 23
quality attributes, but on 15 different quality attributes.

For determining the level of software security based on quality attributes from software
requirements, we should first calculate the predicted numerical value of software security based
on the values of the 15 attributes defined in Figs. 1, 2, taking into account their
interdependencies, which is a difficult formalized task. According to the Hecht-Nielsen
theorem, to establish and take into account the interdependencies between the values of quality
attributes from software requirements and the value of software security (as a characteristic of
software quality), let's use the artificial neural network (ANN) of the "multilayer perceptron”
type, which will receive as inputs the values of 15 quality attributes on which software security
depends (Figs. 1, 2) and, after their approximation, will determine the predicted numerical value
of software security in the interval [0; 1].

The described concept of determining the software security based on quality attributes from
software requirements is based on the concept of predicting the software quality characteristics
based on quality attributes using ANN, which was developed by the authors in [29] and is
shown in Fig. 3.

The ANN is trained in such a way that, based on the values of the relevant attributes, it
generates a predicted numerical value of software security pnvssin the interval [0;1], where the
value "0" means the worst level of software security, and the value "1" means the best level of
software security as a characteristic of software quality. However, it is difficult for both the
customer and even the developer to correctly interpret the obtained numerical value of software
security, and therefore it is difficult to correctly assess the level of software security based on
the obtained from ANN value.

Therefore, in order to simplify unambiguous interpretation of the predicted numerical value
of software security, it is first necessary to determine the thresholds by which the conclusion
about the level of software security (as a quality characteristic) will be generated.

For establishing such thresholds, we analyzed 230 available specifications of software
requirements to find the values of quality attributes on which software security depends, for
which ANN determined the predicted numerical value of software security, as well as 230



corresponding finished programs written according to these requirements, for which the
security level (one of four - initial, medium, sufficient, high) was determined during
certification. The specifications of software requirements and finished programs were provided
for analysis by software companies in Khmelnytskyi (Ukraine) as part of scientific cooperation
with the Department of Computer Engineering and Information Systems of Khmelnytskyi
National University.
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Figure 3: Concept of determining the software security based on quality attributes from
software requirements.

As a result of the conducted analysis, let's form the threshold values of the predicted
numerical value of software security pnvss for determining the level of software security (as a
characteristic of software quality):

initial level of security — pnvss € [0; 0,22).
medium level of security — pnvss € [0,22; 0,49).

sufficient level of security — pnvss € [0,49; 0,89).

Ll e

high level of security — pnvss € [0,89; 1].



Taking into account the concept of determining the software security based on quality
attributes from software requirements and the formed thresholds of the predicted numerical
value of software security pnvss for determining the level of software security, the method for
determining the security level of software consists of the following steps:

1. preprocessing of software requirements - representation of the requirements
specification in a form suitable for analysis for finding the values of quality attributes

2. analysis of software requirements to find the values of 15 quality attributes on which
software security depends (Fig. 3)

3. preparation of the found values of 15 quality attributes, on which software security
depends, for submitting them to the ANN input - at this stage, the ANN input vectors
are prepared taking into account the fact that security subcharacteristics depend on 23
attributes, including 15 different attributes (Fig. 1, 2), and the ANN inputs are formed as
5 sets (for 5 software security subcharacteristics) of 1, 2, 8, 10, and 2 attributes according
to the ontologies presented in Figs. 1, 2

4. processing of attribute values by an artificial neural network

5. analysis of the result of the ANN - the predicted numerical value of the software
security pnvss

6. forming a conclusion about the predicted level of software security based on the
following rules:

o if pnvss € [0; 0,22), then the software is predicted to have an initial level of security;

o if pnvss € [0,22; 0,49), then the software is predicted to have a medium level of
security;

e if pnvss € [0,49; 0,89), then the software is predicted to have a sufficient level of
security;

e if pnvss € [0,89; 1], then the software is predicted to have a high level of security.

The ANN was implemented in the Matlab. The gensim(net) operator generated a
visualization of the developed ANN in the Simulink (Fig. 4-8).

For training the resulting ANN, a training sample of 4750 vectors and a testing sample of 867
vectors were formed based on the analysis of existing software requirements and corresponding oft-
the-shelf programs with a known level of security provided by software companies from
Khmelnytskyi (Ukraine). For calculating the required training sample size for the ANN to be trained
h-g 20-23

€ S0,
of input neurons of the ANN (g=23); h is the number of neurons of the hidden layers of the ANN
(h=12+8=20), ey is the permissible training error (ey=0,1). Thus, training sample vectors are enough
to train an ANN to recognize possible situations with a given accuracy. The process of training and
testing the ANN is shown in Figs. 9, 10, where the blue curve is the ANN training schedule, the
green curve is the ANN testing schedule, and the black line is the ANN training goal, which, as can
be seen from Figs. 9, 10 was achieved.

with an error of about 0,1, we use the formula: N > =4600, where g is the number
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trainscg algorithm with msereg quality
criterion.

For selecting the optimal ANN training algorithm, we analyzed the ANN's training process
by the different algorithms using different quality criteria. The results of the analysis are shown

in Table 1.

Table 1

Analysis of the ANN's training process

ANN’s training algorithm

ANN’s training quality

ANN’s training error

criterion
trainbfg mse 0,100291
trainoss 0,100291
traincgb 0,100291
traingda 0,100291
trainlm 0,100291
trainrp 0,100291
trainscg 0,100291
trainbfg msereg 0,0964035
trainoss 0,0964035
traincgb 0,0903451
traingda 0,0995513
trainlm 0,0903451
trainrp 0,0952321
trainscg 0,0903451
trainbfg mae 0,396053
trainoss 0,396053
traincgb 0,251652
traingda 0,262794
trainlm 0,264611
trainrp 0,251225
trainscg 0,395961




The conducted analysis has shown that the worst ANN's training result is obtained by the
training quality criterion mae in combination with all training algorithms, and the best result is
obtained by the training quality criterion msereg. The analysis of the training results using
msereg training quality criterion makes it possible to determine that the most accurate result is
obtained by the training algorithms traincgb, trainlm, trainscg. The analysis of the ANN training
and testing results proved that the network trained with the specified accuracy.

4. Results & Discussion

Let's consider 10 specifications of software requirements prepared by 10 different software
companies in Khmelnytskyi (Ukraine) as a result of the stage of collecting and analyzing
requirements for the same software. Each of the specifications went through a preprocessing
stage, during which it was prepared for analysis to find the values of quality attributes. Next,
each specification was analyzed to find the values of 15 quality attributes on which software
security depends. After that, the input vectors of the ANN were formed and transferred to the
artificial neural network for processing.

Based on the processing of the attributes' values, the ANN provided the following values of
the predicted numerical value of software security pnvss for the 10 analyzed specifications (Fig.
11): pnvssy = 0,12; pnvssz = 0,93; pnvsss = 0,45; pnvssy = 0,67; pnvsss = 0,34; pnvsss = 0,09; pnvss; =
0,78; pnvsss = 0,98; pnvsse = 0,41; pnvssip = 0,53.

Specification 10 NG
Specification 9 NG
Specification 8 NG
Specification 7 I
Specification 6 | N
Specification 5 NG
Specification 4 I
Specification 3 NG
Specification 2 |
Specification 1 N
0 0,2 0,4 0,6 0,8 1 1,2
m pnvss - predicted numerical value of software security

Figure 11: Predicted numerical value of software security pnvss for the 10 analyzed
specifications.

Next, we analyzed the obtained predicted numerical values of software security pnvssi-pnvsso,
which resulted in the conclusions about the predicted level of software security for the 10

analyzed specifications: 1) since pnvss; € [0; 0,22), the software that will be developed according

to specification 1 is predicted to have an initial level of security; 2) since pnvss; € [0,89; 1], the
software that will be developed according to specification 2 is predicted to have a high level of



security; 3) since pnvss; € [0,22; 0,49), the software that will be developed according to

specification 3 is predicted to have a medium level of security; 4) since pnvsss € [0,49; 0,89), the
software that will be developed according to specification 4 is predicted to have a sufficient level

of security; 5) since pnvsss € [0,22; 0,49), the software that will be developed according to

specification 5 is predicted to have a medium level of security; 6) since pnvsss € [0; 0,22), the
software that will be developed according to specification 6 is predicted to have an initial level of

security; 7) since pnvss; € [0,49; 0,89), the software that will be developed according to

specification 7 is predicted to have a sufficient level of security; 8) since pnvsss € [0,89; 1], the
software that will be developed according to specification 8 will predictably have a high level of

security; 9) since pnvssy € [0,22; 0,49), the software that will be developed according to

specification 9 is predicted to have a medium level of security; 10) since pnvss;o € [0,49; 0,89), the
software that will be developed according to specification 10 is predicted to have a sufficient level
of security.

Thus, the software developed according to specifications 2 and 8 is predicted to have a high
level of security (of course, if the bugs are not made at the next lifecycle stages), so the customer
is recommended to order software development from software companies that have prepared
requirements' specifications 2 and 8.

Taking into account the results of the experimental studies, it was concluded that the
developed method for determining the security level of software establishes the dependence of
software security on quality attributes, forms a predicted numerical value of software security
based on attributes, provides a prediction of the level of software security based on the obtained
numerical value, and provides a comparison of software requirements specifications by
predicted level of security of developed software (of course, if the bugs are not made at the next
lifecycle stages) and a possibility of rejection form unsuccessful specifications.

5. Conclusions

Currently, there is an increase in the complexity of software, an increase in the responsibility
assigned to it, and tightening requirements for software quality and security on the part of
users, so predicting and determining the level of software security (as one of the characteristics
of software quality) based on requirements using Al components is an urgent task, the solution
of which is the purpose of this study.

The analyzed Al-based methods and tools for predicting the level of software security and
quality have great potential, but they do not establish the dependence of software security on
quality attributes, do not form a predicted numerical value of software security based on
attributes, and do not provide a prediction of the level of software security based on the obtained
numerical value.

The developed method for determining the security level of software establishes the
dependence of software security on quality attributes, forms a predicted numerical value of
software security based on attributes, provides a prediction of the level of software security
based on the obtained numerical value, and provides a comparison of software requirements
specifications by predicted level of security of developed software (of course, if the bugs are not
made at the next lifecycle stages) and a possibility of rejection form unsuccessful specifications.
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