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Abstract 
The paper is devoted to the important issues of predicting the trend of new cases of COVID-19 
based on machine learning (ML), enabling preparation and adaptation to pandemic evolution. In 
the progress of work, based on the relevant theoretical framework, there was achieved the goal 
as for developing a web application for predicting COVID-19 incidence based on ML, and 
presenting the results of this work.  There were undertaken the number of core steps. Some 
selected ML models for prediction were analyzed and estimated as for their accuracy in terms of 
various metrics. Based on these estimates there was proposed the Holt-Winters as the most 
appropriate one for the task of COVID-19 incidence forecasting. The said model was implemented 
as a mathematical basis for the development of authors’ web application. The core stages of the 
application development are characterized. The functionality of the application is highlighted and 
analyzed.  It is concluded that there were overcome some limitations of the similar applications 
revealed in the theoretical part of the paper. In the application it is realized global forecasting as 
well as for single country (region). Confidence interval for forecasting is suggested, which 
indicates the error of the model for a specific dataset. The modes of information visualization and 
representation are significantly widened. Data downloading is improved in terms of forming 
separate files of different formats. The prospects of the research are outlined in the lines of 
automatizing the choice of better ML model and adding the facility for the user to compare the 
models.  
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Since the emergence of the COVID-19 virus, humanity has faced many problems. These are 

primarily economic (slowdown of the production of essential goods, disruption of the 

product supply chain, losses in national and international businesses or their complete 

closure) and social spheres (implementation of social distance, as a result in the service 

sector, the impossibility of providing proper services and the closure of cultural, religious 

places and cancellation of activities related to entertainment). 
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This problem is still relevant today, because the number of people infected with COVID-

19 tends to rise and fall, despite the advent of a vaccine. After all, the virus is constantly 

mutating. There is public health consensus that vaccination is an effective prevention 

strategy. However, long-term investigations are necessary to estimate the clinical effects of 

vaccines and tests of their side effects on different groups of patients [1, 2]. In addition, 

different studies focusing on different time frames in pandemic trend prediction, came to 

the same conclusion as for high probability that the pandemic will remain a common disease 

or become endemic in the future. It means that the mankind has to learn to coexist with it.  

The said evidence and socio-economic consequences of the COVID pandemic encourages 

the use of mathematical methods to analyze the epidemic evolution  and to plan relevant 

response strategies accordingly [3]. At the same time, the rapid progress of artificial 

intelligence (AI) in the health care domain opens additional opportunities to social and 

medical experts. Machine learning (ML) as a branch of AI that embraces developing 

algorithms and mathematical models enabling computers to learn automatically from data 

without being explicitly programmed [3, 4], gives reliable and functional tools for forecasts 

building. ML is understood as a process of teaching computers to learn from data patterns 

and make decisions (predictions) based on the learning results. ML algorithms are designed 

to identify relationships in large datasets and implement them to build forecasts of new data 

behavior [3, 4, 5]. 

Under these conditions, the global community adapting to the changes and getting more 

digital, needs for relevant software tools which could assist health care structures in 

directing their efforts, and facilitate the social and business processes through predicting 

threatens and calculating risks caused by pandemic. 

In this context, the development of an application that allows predicting the trend of new 

cases of COVID-19, enabling preparation and adaptation to them avoiding main risks and 

losing less profit is relevant. As mathematical tools when developing the application, it is 

relevant to use ML methods that allow building models for forecasting based on available 

data sets as for COVID incidence. 

Several studies have already been carried out with the aim of predicting the evolution of 

COVID-19 pandemic in the world implementing ML methods. According to recent research, 

there are attempts to investigate the outcomes of forecasting based on different models [4, 

5, 6].  

However, most of the studies provide results for a specific region (country) instead of 

global ones [4]. In addition, it is pointed out that most models have a high risk of bias and 

significant concerns regarding their efficient applicability [3]. 

 The authors’ analysis of existing applications proving the pandemic predictions (given 

in details below) revealed their serious limitations in terms of both their technical facilities 

and accuracy of their forecasts. 

Thus, despite the current theoretical and practical achievements in the lines of ML 

models investigations and applications building to obtain reliable COVID-19 incidence 

predictions for the countries all over the world, the topic of our research is relevant and 

important. 

The goal of the work is to develop a web application for predicting COVID-19 incidence 

based on ML, and to present in the paper the progress and results of this work.   



To achieve the said goal, there were undertaken the number of core steps that make main 

contribution of the paper.  Firstly, there were analyzed recent studies as well as existing 

applications realizing similar functions of the subject domain so as to determine their 

shortcomings and limitations which reveal challenges of forecasting COVID-19 incidences 

based on ML models and make a theoretical background of our research. 

Then, there was provided the investigation on purpose of the selection of the proper ML 

model for prediction: the set of ML models were tested to estimate their accuracy in terms 

of various metrics (RMSE, MAE, MAPE) and select the most appropriate one for the task of 

COVID-19 incidence forecasting.  

Finally, the said investigation made a mathematical basis for the development of author’s 

web-application on COVID-19 prediction building which was done. The stages of the 

application building were covered, its functionality was presented and analyzed in terms of 

revealed limitations of existing analogues.  

All of these core steps are presented below. 

 

As we mentioned above, there are several recent studies that apply AI techniques in 

diseases predictions. Among them, for instance, there are works (1) presenting an online 

ML health assessment system for metabolic syndrome and chronic diseases [7]; (2) utilizing 

multicenter data for development of scoring system for a liver disease mortality prediction 

[8]; (3) combining online COVID-19 data to train and evaluate five non–time series ML 

models in forecasting infection growth [9, 10]. These and other studies demonstrated that 

ML is relevant for evaluating disease trends and is able to provide medical authorities with 

information to be used to prevent pandemic outspread. There are also some research 

findings on COVID-19 AI forecasts and the usage of mobile sensor data to identify and 

control potential contacts [9, 11,12, 13]. However, most of these studies do not cover all 

over the world pandemic outspread, as they represent the results obtained only in a specific 

region or single country [6]. 

In this context, it is important that in the number of studies special focus is made on the 

a systematic review on the use of AI techniques for predicting the disease hospitalization 

and mortality based on primary and secondary data sources. The said research papers were 

published in the years 2019-2022. They mostly applied Random Forest model as one with 

the best performance and that were trained using groups of individuals sampled from 

inhabitants of European and non-European countries. According to the assessment with 

PROBAST, presented for instance in [3] the said models are characterized as those which 

demonstrate a high risk of bias and concerns regarding their successful applicability.  

There is also the set of papers presenting the approaches built around compartmental 

models [19, 20, 21]. According to the researchers [18], the core problem of using 

compartmental models for an epidemic outspread modeling is the calculation of the average 

number of secondary infections caused by an infectious individual. In addition, the 

hypothesis as for homogeneousness of study population is not always true in real life. 

Therefore, to overcome the said difficulties, there were developed some models based on 

AI and linear regression [22, 23, 24 and others].  



It is pointed out by the researchers that being a powerful tool for making forecasts, ML 

approach faces serious difficulties connected with detecting the model which is suitable to the 

existing data. Thus, there are works presenting different methods to identify the one that best 

models the evolution of the COVID-19 epidemic. In particular, there was provided 

a comparative study of  exponential smoothing techniques, ARIMA model, and Poisson counting 

models to choose the best model for data from Chile. The results obtained suggest that the 

ARIMA model is the most suitable for predicting the number of confirmed cases of COVID-19 

while for the number of deaths the smoothing techniques seem more suitable [25].  

Some researchers appealed to nonlinear regression, exactly growth models, intending 

investigation of COVID-19 evolution. For instance, in [19] the authors focused on the four 

nonlinear models and came to the conclusion that the Gompertz model is the most suitable. 

However, it is necessary to admit the limitations of the study in terms of short term forecasts 

obtained with the help of the said model and mostly computational rather than theoretical 

character of the study.  

In the context of our research it is also essential to analyze facilities of existing 

applications which realize similar functions of the subject domain on building reliable 

forecasts of COVID-19 incidences and visualizing their results for common users. The 

market analysis testified that so far, there are not many analogues software for forecasting 

in any subject domain, and in the field of forecasting pandemic evolutions. It is even felt a 

lack of such applications available for ordinary users.  

In terms of our research there were three software products selected for the analysis: 

IHME, European COVID-19 Forecast Hub and Worldometer. Characterizing their common 

features, it is possible to conclude the following. Most of these analogues are web 

applications. To work with these tools, there are no restrictions on paid subscriptions, 

services or a registration in the web application. They are accessible to any user on the 

Internet to apply them and view the information they need. They allow to visualize some 

existing data, and obtain short period forecasts of COVID-19 outspread. The more detailed 

comparative characteristics of the said applications based on their functional facilities are 

summarized in the Table 1.  

The held comparative analysis enables to reveal some benefits of the applications which 

are worth following and also limitations which are to be overcome at the design of our 

application. 

In terms of the benefits, it is essential to provide statistics related to existing data, 

particularly, if a web application builds forecasting and enables to compare forecasting and 

existing data as well as monitoring the trend of cases.  

In addition, all the analyzed analogues provide data about different regions, like world 

statistic and continents (Europe, Asia, Africa and so on), which helps analyze and observe 

information in general and predict a potential raising of cases in a certain country, if there 

is evidence of deterioration of the pandemic situation in the surrounding countries. It is also 

beneficial to have a facility to compare the frequency of cases from one country to another, 

which is not widely available in the applications. 

Some analogues provide the facility of downloading data on COVID-19 incidences. This 

is relevant feature, if a web application suggests forecasting. Then a user can compare 

predictions and cases that may presumably appear, analyze the error of forecasting for 

https://www.sciencedirect.com/topics/social-sciences/comparative-study


regions (countries), and/or collect information about cases. However, the said analogues 

suggest downloading data about all countries and regions in one common file, which can be 

seen as a limitation. Presumably, a user would like to have an opportunity to download data 

regarding only a certain country (region). 

Table 1 

Comparative characteristics of the applications realizing similar functions of the subject 

domain 

Functional facilities IHME European 
COVID-19 

Forecast Hub 

Worldo 
meter 

Forecasting facility + + - 

Statistics on newly infected cases + + + 

Statistics on new deaths + + + 

Vaccination statistics + - +  

Displaying the total number of infected 

cases (deaths) 

+ - + 

Displaying statistics on any country in the 

world 

+ -  + 

The facility to compare the frequency of 

cases from one country to another 

+ - - 

Displaying statistics for certain world 

regions  

+ - + 

Displaying statistics for the entire 

pandemic period  

+ + + 

Graphs are scaled - + - 

Displaying a confidence interval for 

forecasting 

+ - - 

Option of changing the type of graphics - - + 

Option of choosing the date of last forecast + + - 

Opportunity to choose a forecast model - + - 

Facility to view daily statistics  + - + 

Facility to view weekly statistics - + - 

Application support - + + 

Dynamic geographic maps for viewing 

statistics 

+ + - 

Facility to download some data + + - 

    

 
In terms of providing reliable forecasting, it is crucial to suggest a user choosing a 

confidence interval. It is evidently that prediction can not give 100% accurate results, so the 

confidence interval can demonstrate an approximate error and show how effective the 

prediction model is exactly for this or that data set. Thus, this facility has to be provided. 



All the information has be available to be visualized in the form of tables, graphics and 

charts, which is only partially allowed by the analyzed applications, therefore also can be 

seen as a limitation to be overcome in the authors’ application.  

Thus, summarizing the analysis of the related papers and current applications realizing 

similar functions of the subject domain, we could conclude the following. Despite the 

diversity of research on the making predictions of pandemics evolution and their practical 

implementations, there are limitations which reveal challenges of forecasting COVID-19 

incidences based on ML models. Among them, it is relevant to mention: (1) predictions 

based on limited data sets; (2) not global forecasting but only for single country (region); 

(3) not revealed confidence interval for forecasting; (4) limited modes of information 

visualization and data downloading; (5) absence of holistic approach to detect most suitable 

model for reliable and long term forecasts; (6) heavy dependence of the source databases 

and their updating, and others. These limitations highlight challenges of forecasting COVID-

19 incidences based on ML models and confirm the urgency of the research in this field. 

On the other hand, the held analysis makes a theoretical background for our research 

which is used below both for ML model building and for development of the web-application 

for COVID-19 incidences prediction. 

 

Based on the approaches and the findings presented in the studies analyzed above, and 

minding the objectives of our work, it was provided the investigation on purpose of the 

selection of the most appropriate ML model which can become a mathematical basis for the 

web-application on COVID-19 prediction building. 

As it was mentioned above, to make predictions in different subject domains, there can 

be used many models. For building forecasts of COVID-19 there were chosen some models 

to compare their effectiveness and accuracy by methods of finding an error. Also, these 

methods are different in the way of calculating the prediction. The selected models 

description is given below. 

According to studies [14], linear regression is a simple and efficient algorithm used in 

ML for modelling and predicting numerical data. It is a type of regression analysis that 

models the relationship between a dependent variable (the target variable to be predicted) 

and one or more independent variables (predictor variables). 

The Gompertz growth algorithm is a mathematical model that is used to describe the 

growth of populations, biological systems, and other phenomena that exhibit sigmoidal 

growth patterns. 

Holt-Winters method, also known as triple exponential smoothing, is a popular time 

series forecasting method that is used to model and forecast data with trends and seasonal 

patterns [16, 17]. Overall, the Holt-Winters method has several advantages over other 

forecasting methods, including its ability to handle seasonality, adaptive smoothing, good 

fit to data, predictive power, ease of implementation, and availability of software.  

Whether Holt-Winters method is better than other time series forecasting models 

depends on the specific data and context of the forecasting problem. The Holt-Winters 

method takes into account seasonality and trend. Moreover, this method can be also 



improved by estimating the parameters of the model, which can lead to better results than 

models with fixed parameters. It should be mentioned that in some studies, the Holt-

Winters method has been shown to produce more accurate forecasts than other popular 

models, such as ARIMA, especially for data with seasonality [17]. 

In order to estimate the said models accuracy, there were considered different approaches: 

mean absolute percentage error (MAPE), mean absolute error (MAE), mean squared error 

(MSE), root mean squared error (RMSE) and other metrics.  RMSE metric was chosen for our 

estimates as a leading metric, based on the following reasoning and according to [16, 17, 26]. 

Firstly, RMSE is particularly sensitive to large errors because it squares the errors before 

averaging them. This means that RMSE penalizes large errors more than smaller ones, which 

can be advantageous when forecasting COVID-19 cases or deaths, where underestimating or 

overestimating significantly can have serious implications. In addition, it is a versatile metric 

which can be suitable for all three models depicted above. 

Secondly, in the context of COVID-19 forecasting, data ranges can vary widely between 

different regions (e.g., between countries or within different states of a country). RMSE's 

sensitivity to large errors can reveal discrepancies in model performance across these 

varied ranges, which might be less apparent with MAE or even MAPE, where the impact of 

the error magnitude may be misrepresented due to averaging or percentage calculations.  

Thirdly, when optimizing models, the differentiable nature of RMSE makes it suitable for 

optimization algorithms, facilitating the fine-tuning of model parameters. This 

characteristic can lead to more efficient model improvement over iterations compared to 

MAE, which can have non-differentiable points, or MAPE, which can be undefined or infinite 

for data points close to zero [17]. 

Thus, RMSE metric was approved as a leading one to estimate the said models accuracy 

on purpose of selecting one which is the most appropriate for building the COVID-19 

reliable and long-term forecast.  Though, to understand the whole picture, other metrics 

(MAE and MAPE) were also used for assessing the accuracy of the models for building the 

COVID-19 forecast.   

Below there are presented the process and the results of estimations.  

As it was mentioned above, linear regression is a statistical method that allows us to 

summarize and study relationships between two continuous (quantitative) variables: 

𝑦 = 𝐵0 + 𝐵1 𝑋 + 𝑒, (1) 

where y is the predicted value of the dependent variable for any given value of the 

independent variable (x); 𝐵0is the intercept; 𝐵1 is the regression coefficient; e is the error 

of the estimate. 

For calculation there were taken two datasets with period in 2 months (or 56 days), 

where there is a small difference from day to day in the first dataset, and enormous 

difference in the second dataset. The prediction obtained with the help of the linear 

regression is given in the Figure 1. For estimating the error, the metrics RMSE, MAPE and 

MAE were used. After selecting the best coefficients according to the metrics, the error 

made: for RMSE - 162675, for MAPE - 0,29, and for MAE - 19485. 



 
Figure 1: Prediction for a month by linear regression in the chart view for one dataset. 

Let us consider other models and determine if the result can be improved.The nonlinear 

model is complex and, at the same time, is able to create more accurate results. The analysis 

develops a curve depicting the relationship between variables based on the dataset provided. 

As for nonlinear models, the most popular and accurate are considered to be Exponential, 

Gompertz, Verhulst, and Weibull growth models. These approaches are set up on constant 

growth of the data. According to the investigation [18], the most accurate model regarding  

COVID-19 forecasting is Gompertz growth. The formula of Gompertz function is as follows: 

𝑓(𝑡)  =  𝑎𝑒−𝑏𝑒−𝑐𝑡
, (2) 

where a is an asymptote; b sets the displacement along the x-axis; c sets the growth rate 

(y scaling); e is Euler’s Number. In other words, a, b and c are the coefficients that can be 

optimized to minimize the error and improve the accuracy of the model. In the image below 

it can be seen the chart with the prediction based on the Gompertz function (Figure 2): 

RMSE estimation is 73746, MAPE equals 0.085 and MAE is 5705. Now the accuracy of this 

model is better than for the linear forecast according to the metrics. 

 
Figure 2: Prediction with help of the Gompertz function for the first dataset. 



Then, the Gompertz model was tested on the second dataset with higher fluctuations in 

data, which revealed its drawbacks. For the second dataset RMSE is 2 630 431, MAPE equals 

280,96 and MAE is 280 069, what makes the enormous error for the forecast. The chart can 

be seen in the Figure 3. 

 
Figure 3: Prediction of cases by Gompertz growth on the second dataset with higher 

fluctuations in data. 

 Thus, it should be chosen a more effective and more sustainable model in terms of 

datasets with ono-smooth data. 

The most popular and accurate traditional models are exponential smoothing and 

autoregressive integrated moving average (ARIMA) models [15, 17, 18]. According to the 

sources, they can be suitable for different situations, and in one case ARIMA model will be 

better, in another – exponential smoothing, but the difference in accuracy is not significant, 

and they can be alternatives to each other. In our case, for experimenting with data there 

was taken the exponential smoothing model.   

Formula for calculating the forecast according to Holt-Winters method using exponential 

smoothing is as follows [15]: 

𝐹(𝑡+1) = (𝐿𝑡 + 𝑇𝑡)𝑆(𝑡−𝑀+1), (3) 

where 𝐿𝑡is a level, 𝑇𝑡 is a trend and 𝑆(𝑡−𝑀+1) is a seasonal factor. 

Components of the formula can be calculated in such a way: 

𝐿𝑡 = 𝑎 𝑌𝑡/𝑆𝑡−𝑀  + (1 − 𝑎)(𝐿𝑡−1 + 𝑇𝑡−1), (4) 

𝑇𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑇𝑡−1, (5) 

𝑆𝑡 = ϒ
𝑌𝑡

𝐿𝑡
+ (1 − ϒ)𝑆𝑡−𝑀. 

(6) 

Here a, β and ϒ are the coefficients that can be optimized. In the pictures 7-8 it can be 

seen the results of calculations for exponential smoothing model and prediction (Figure 4). 

 



 
Figure 4: Prediction by exponential smoothing in the chart view. 

As can be seen, now the RMSE for world cases (the second dataset) is 525 925, MAPE is 

29,09 and MAE equals 57038. It means that in this situation exponential smoothing model 

is five times more effective than Gompertz function according to RMSE and MAE, and almost  

ten times more effective according to MAPE. Moreover, it is possible to obtain more accurate 

result adding more periods for teaching the model. The complete comparison of the models 

by different metrics and for different datasets is summarized in Tables 2-3. 

Table 2 

The comparison of linear regression and Gomperts function by different metrics for the first 

dataset.  

Prediction model RMSE MAE MAPE 

Linear regression 162675 19485 0,29 
Gompertz growth 73753 5705 0.085 

Table 3 

The comparison of Gomperts function and Holt-Winters method by different metrics for the 

second dataset.  

Thus, summarizing our estimates, we can conclude that the Holt-Winters method is a 

better choice than Gompertz growth and linear regression models for building predictions 

with a seasonal factor, based on the following reasons. Firstly, the Holt-Winters method is 

designed to handle both trend and seasonality, which are common in epidemiological data 

like COVID-19 case counts, whereas Gompertz growth and linear regression models do not 

take seasonality into account. Secondly, unlike simple linear regression which assumes a 

constant rate of change, or the Gompertz function which assumes a specific growth form, 

the Holt-Winters method can adapt to changes over time, providing more accurate short-

term forecasts. In addition, the Holt-Winters method is more robust to outliers than simple 

linear regression. This is crucial for exactly COVID-19 data which can have sudden leaps due 

to changes in reporting practices. Finally, the Holt-Winters method has straightforward 

Prediction model RMSE MAE MAPE 

Gompertz growth 2630431 280069 280,96 
Holt-Winters 525925 57038 29,09 



parameters (level, trend, and seasonality smoothing parameters) that are easy to interpret 

and adjust, unlike  other models which may require more complex parameter tuning. 

Therefore, the Holt-Winters model is selected as the most appropriate one for the task 

of COVID-19 incidence forecasting and implemented as a mathematical basis for the 

development of authors’ web application. 

 

As a result, web-application for COVID-19 incidence forecasting based on ML learning was 

developed. 

In the progress of the application development, database design was created. 

Additionally, restrictions were defined for this database in order to avoid violation and 

error in the software. The data dictionary was created to understand what tables and 

attributes the database contains and how it should be done pragmatically. The results of 

database design became conceptual, logical, physical models of the data.  

As a result of the whole analysis, designing mathematical and database models the web 

application was developed using the stack of technologies. There were used Java language 

for the server side; HTML5/CSS3/JavaScript for the client side; PostgreSQL database for 

saving data; Spring, jQuery as frameworks and some additional libraries to ease 

development. 

Characterizing the functional facilities of the developed web application, it is relevant to 

point out a number of features. 

The developed web application provides COVID-19 data visualization, including 

predictions of new cases and deaths for different nations, continents and the world overall. 

Moreover, the application suggests confidence interval, which indicates the error of the 

model for a specific dataset (Figure 5).  

 
Figure 5: World statistics and demonstration of the confidence interval. 



It visualizes data in different representations, and charts provide this data in various 

modes: cases of infection – deaths, new cases – total cases, daily – weekly etc. both in linear 

and area charts (Figures 6-7).  

 
Figure 6: Region statistics in different modes. 

 
Figure 7: Nation statistics in area chart mode. 

The application also provides viewing statistics in the table form. Furthermore, it has 

additional functions as searching, sorting by different columns, and comparing data across 

different dates, offering a notable advantage to users (Figure 8). 



 
Figure 8: The table view of historical and predicted data. 

Finally, the software provides opportunity to download data in different formats and 

dependently on the user need, it is possible to download data of any nation or region 

separately, without any spare information related to other countries in .csv or .json files for 

future comparison. 

Coming from the depicted facilities, it is possible to conclude that there were overcome 

some limitations of the similar applications highlighted in the theoretical part of the paper. 

In particular, it is realized global forecasting as well as for single country (region). 

Confidence interval for forecasting is suggested, which indicates the error of the model for 

a specific dataset. The modes of information visualization and representation are 

significantly widened.  Data downloading is improved in terms of forming separate files of 

different formats. 

In the context of the prospects of the research, it would be beneficial to automatize the 

choice of better ML model and add the opportunity to compare the models for the user.  

 

The paper is devoted to the important issues of predicting the trend of new cases of COVID-

19 based on ML, enabling preparation and adaptation to pandemic evolution. 

In the progress of work, based on the relevant theoretical framework, there was achieved 

the goal as for developing a web application for predicting COVID-19 incidence based on 

ML, and presenting the results of this work.   

There were undertaken the number of core steps. Some selected ML models for 

prediction were analyzed and estimated as for their accuracy in terms of various metrics. 

Based on these estimates there was proposed the Holt-Winters as the most appropriate one 

for the task of COVID-19 incidence forecasting.  

The said model was implemented as a mathematical basis for the development of 

authors’ web application. The core stages of the application development are characterized. 

The functionality of the application is highlighted and analyzed.   

It is concluded that there were overcome some limitations of the similar applications 

revealed in the theoretical part of the paper. In the application it is realized global 

forecasting as well as for single country (region). Confidence interval for forecasting is 



suggested, which indicates the error of the model for a specific dataset. The modes of 

information visualization and representation are significantly widened.  Data downloading 

is improved in terms of forming separate files of different formats.  

The prospects of the research are outlined in the lines of automatizing the choice of 

better ML model and adding the facility for the user to compare the models. 
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