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Abstract
Security Information and Event Management (SIEM) systems are critical tools in modern cybersecurity, designed
to aggregate, analyze, and correlate security data for real-time threat detection. While effective against known and
over threats, SIEM systems often struggle to detect subtle variations in attack patterns. These variations, though
minor, can signal the evolution of an attack or serve as precursors to more severe attacks, such as advanced
persistent threats (APTs). Addressing this gap requires innovative detection methods capable of identifying such
"original" attacks. In this paper, we propose a model combining multiple weak classifiers, each employing a
different classification technique to highlight features indicative of original attacks. A voting system is then
applied to the results, classifying as "original" attack segments that fail to achieve consensus. Our method was
tested and validated using DoS and Probes attack groups in the NSL-KDD dataset, a benchmark for intrusion
detection systems.
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1. Introduction

Today, malicious actors only need a functioning attack scenario to achieve their objectives, and the
more interconnected objects are, the greater the attack surface (number of exploitable entry points
and vulnerability sources). To cope with the ever-increasing number and complexity of attacks on
their information systems, business and public authorities are turning to platforms for monitoring
their network operations: Security Information and Event Management (SIEM) software solutions.
They must be capable of continuously collecting and aggregating large quantities of data indicating
possible security flaws, known as alerts. Captured at different points on the network and emitted by
heterogeneous sources (antivirus, firewalls, network probes, authentication servers, etc.), these alerts
have three main characteristics: velocity, volume, and variety.
One of the essential functions of SIEMs is to correlate the security alerts generated by the same
intrusion attempt, by consolidating alerts and contextualizing them. Clear information can therefore be
provided to Security Operation Center (SOC) analysts who are responsible for decision making and
often overwhelmed by the exploitation of 0-days vulnerabilities and the number of false positives. The
use of data science in cybersecurity can help to correlate events, identify recurring patterns, and detect
abnormal behaviors to improve SIEM performances [1].
In [2], the authors propose a systematic approach to convert scores from models into probabilities ready
for use in cybersecurity models. To do this, they consider each decision model as a classifier. Thanks to
their multiple-score calibration approach, the scores from their three systems can be combined and
converted into a single probability measure that is more relevant for decision-making. They conclude
that Platt’s logistic regression performs acceptably over a wide range of experiments. They also point
out that multi-score calibration and score extension to higher dimensions, both increase performance
in most cases.
The study in [3] uses anomaly scores to detect Advanced Persistent Threats (APTs). To predict the attack
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stage, the authors proposed an approach for detecting APT occurrences and systematically mapping the
corresponding events to stages in the execution chain, using anomaly scoring and Machine Learning
(ML) based on a Bayesian network model. Although his method works with raw data, it is more effective
when integrated with SIEM. To cope with Distributed Denial of Services (DDoS) attacks, the authors in
[4] propose a method using various supervised ML methods for classification and prediction. Using
Random Forest models with an accuracy of 99 %, a 𝐾-Nearest-Neighbors (KNN) method with 96 % and
a Logistic Regression method with 85 %, they obtained good results for DoS attack detection where
experiments have been conducted on the NSL-KDD dataset. As regards unsupervised learning, the
authors in [5] emphasis on the fact that such methods learn what is normal for a dataset and are
therefore able to find variations in unclassified sets such yet unknown attack. To detect anomalies, they
use a combination of six unsupervised ML models. They conclude that unsupervised ML methods are
efficient for generalizing and detecting unknown patterns but may fail to control false positive rates.
The authors therefore recommend using hybrid models that combine supervised and unsupervised
learning.
Based on the current state of the art, it becomes clear that existing methods mainly target well-known
attacks, leaving a critical gap in detecting more nuanced, evolving threats. SIEM systems often struggle
to identify subtle variations in attack patterns that may indicate the evolution of an attack or act as
early warnings for more severe threats. To address this limitation, our work focuses on detecting
these variations, characterizing what we define as "original attacks". We believe that detecting these
original attacks will enhance threat detection capabilities by uncovering previously unnoticed attack.
Accordingly, we propose a novel method to classify attacks originality using a hierarchical classification
model made up of three weak classifiers and a voting system to point out consensual classifications of
attacks based on recorded features.
In this work, we propose a method to classify attacks originality using a hierarchical classification
model made up of three weak classifiers and a voting system to point out consensual classifications of
attacks based on recorded features. We considered that’s original attack will be a sign of evolution of a
well-known attack, or the first of an advanced attack, and detecting them will be improved the SIEM.
We start working on this subject to find low signals, premises of APT attacks. This paper is organized
as follows. We first present the used data and the proposed method in Section 2. Experimental results is
then presented in Section 3. Finally, conclusions and future work are drawn in Section 4.

2. Materials and Methods

Detecting attack originality is a complex challenge, as originality cannot be easily defined or analytically
modeled. To address this, we adopt a data-driven approach, leveraging ML method, to learn from data
in an unsupervised learning framework. We first describe the used NSL-KDD dataset, and then go
through the proposed model.

2.1. Materials

The data used in this study are extracted from the NSL-KDD database [6]. Each entry in this dataset is
made up of 41 features, 38 of which are in numeric format. The other three are relate to the type of
used protocol, the type of connection to the server and the state of the connection at the capture time.
Figures 1 and 2 illustrate two segments from the NSL-KDD dataset, where, for instance, the second and
third features stand for the protocol and service, respectively. The last field, frame in red, indicates the
label associated with each entry: attack type or normal segment.

Figure 1: Entry of NSL-KDD dataset, normal segment.



Figure 2: Entry of NSL-KDD dataset, smurf attack segment.

It is worth noting that the NSL-KDD dataset is the most widely used for intrusion detection studies,
as presented by the authors of: [5],[7], [8].
The methodology we have used begins with the presentation of the relevant datasets: in the case of
this study, we need a dataset containing normal attacks and flows, and with the distribution of known
attacks.

2.2. Methods

As illustrated in Figure 2, our method processes attack segments that are precategorized according
to their classes and analyzing them to classify each as either an original or a known (normal) attack.
Figure 3 details the proposed pipeline to analyze data segments and detect attack originality.

Dataset

attack segment

Identified attack
Originality classificator

Well-known attacks Originals attacks

Figure 3: Proposed data analysis pipeline.

As illustrated in Figure 3, detected attacks are analyzed to decide whether they are original or not,
compared to detected attacks of the same type.
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Figure 4: Flowchart of the proposed ML method for anomaly originality classification.

The proposed methodology is illustrated in Figure 4, where a Principal Component Analysis (PCA)
module is used as a dimension reduction technique in order to project the dimensions of the dataset
into a lower dimension space. Here, we choose two components, as it was enough for our system. The
classification problem is addressed by using 𝑁 weak classifiers and a voting system. Each classifier 𝐶𝑖

generates a binary output 𝑃𝑖, defined as follows:



𝑃𝑖 =

{︃
1, if normal

0, if original.
(1)

Each model returns 1 if the segment is normal (usual attack), 0 if is not (original attack), and the
voting system calculates the following weighted decision score:

𝑃 =

𝑁∑︁
𝑖=1

𝜔𝑖𝑃𝑖 (2)

where 𝑁 is the number of weak classifiers and (𝜔𝑖)1≤𝑖≤𝑁 are the weights associated to each weak
classifier. In our case, the same weight is associated to all classifiers (∀𝑖 ∈ {1, . . . , 𝑁}, 𝜔𝑖 = 1/𝑁 ).
It is worth noting that a consensus is reached if and only if 𝑃 ∈ {0, 1}. The decision of the voting
system is set to True (normal attack) if 𝑃 ∈ {0, 1}. For all the remaining cases, the attack is classified
as original (presents significant deviation from the general behavior of the same class of attack). In our
study, we used three weak classifiers (𝐶1, 𝐶2, 𝐶3):

1. K-means (𝐶1): classifies data based on their similarity. This unsupervised method does not
consider the type of attack, only the similarity of the segments between each other’s. The number
of clusters has been set to the number of attack types in the dataset. As K-means is not supposed
to detect outliers, we use the distance between centroids of the clusters and the segment itself. A
threshold is adjusted to determine whether a segment may be considered belonging to one of
the clusters or not. Each attack’s type has a maximal distance between the point and the center,
attacks beyond are considered as original.

2. 𝐾-nearest-neighbors (𝐶2) : KNN classifies data according to the distance between neighbors.
This unsupervised learning algorithm is generally chosen for its simplicity. The number of
neighbors 𝐾 is set to the number of attack types: to detect original attacks, we took an interest
for the segment misclassified by the algorithm. To define outlier, we use decision boundary:
we define a minimum distance between the points and the boundary, and all points below this
distance are then considered original.

3. One Class SVM (𝐶3) : 1C-SVM is an unsupervised classifier that detects outliers using a given
kernel (Gaussian in our case). It returns 0 if the segment is outlier, 1 if it is normal.

For one entry segment, and once the weak classifiers are learned, their outputs (𝑃1, 𝑃2 and 𝑃3) are
used as input for the voting system. These inputs are binary integers which take 1 when the attack is
normal, and 0 if original. The voting system classifies a segment as normal attack (non-original) if and
only if all weak classifiers agree.

3. Experimental results

In this section, we present the experimentation and the results of the proposed method on the widely
used NSL-KDD dataset [6, 9].

3.1. Protocol

In the following, we will focus on two groups of attacks: Denial of Services (DoS) and Probes which are
the most presents in the dataset. The other groups of attacks represent 2% of the dataset, which is too
unbalanced to be used without bias. Then, we have divided the dataset in two parts: 80% for training
and 20% for test.
The dimension reduction step (PCA) has been fit on the training data where different numbers of
dimensions have been tested. By cross validation, it turned out that 2 is the most suitable number
of dimensions. The output of the voting system is then analyzed for all segments according to the
evaluation strategy in Section 3.2. Inspections of some non-consensual attacks are also performed by a



cyber analyst in Section 3.2.4. It is worth noting that our system does not focus on attacks classification,
but on detecting their originality. As attacks withing the same class are supposed to be relatively
homogeneous, attacks detected as being original are those which do not match any consensus between
the used classifiers (𝐶1, 𝐶2 and 𝐶3).

3.2. Validation of the proposed model

In the following, results on DoS and Probes attack are detailed. Each type of attack has different
sub-types for which originality detection results are provided for weak classifiers and the voting system.
As regards metrics, it is not useful in our case to report precision or F1 score results since our model
does not focus on attack detection, but on their originality. Moreover, no originality annotation is
provided in the used dataset. Annotations only indicate the attack type for each segment. To validate
our results, we report them, then we analyzes them with the manual validation of a data analyst, as
made in the SOC today.

3.2.1. Originality detection for Denial of Services attacks

DoS attacks are the most represented in the NSL-KDD dataset, with 45909 entries divided into five
attack’s type : back, neptune, pod, smurf and teardrop. Table 1 reports the results obtained by the
different weak classifiers, as well as the proposed voting system.

Table 1
Overview of DoS Attack, with the number of attack in the dataset, number of attack found by each model,
number of attack reaching the consensus and number of original attacks and the percentage of original attacks
by attack types

Attack type Back Neptune Pod Smurf Teardrop
Dataset 956 41214 201 2646 892
K-means 2 40674 126 2646 600
KNN 956 41214 200 2646 892

1C-SVM 816 41037 119 2602 844
Consensus 2 40588 78 2602 582
Original 954 626 123 44 310

% originals 99,79 1,52 61,19 1,66 34,75

At first sight, we suspected that K-means method might be inefficient, as it detected too few back
attacks. This suspicion was alimented by the distribution of data in each cluster, shown in figure 5.
Since the distribution of segments within clusters did not align with attack types, we initially thought
this mismatch affects the detection of back attacks. But the result obtained" by the anomalies’ detection
models show up a majority of anomalies in back’s attacks, made us conclude the problem is on the
constitution of the attack types, and not in the model.

We can see in figure 5 that neptune attacks are present in clusters 0, 1 and 4, while teardrop attacks
are in cluster 3 together with smurf and pod ones. Back attacks are in cluster 2. The K-means model
here is efficient for classified attacks that are predominantly present in dataset, in contrast to weakly
represented ones.

As shown in Table 1, we can see that the voting system works well for neptune attacks, which is
expected because they are massively represented in the database. Back attacks, as are not classified by
K-means, are the most poorly detected by the voting system, as they only achieve consensus in 1% of
cases. Pod and Teardrop, which are better defined, still have a high number of original attacks, with an
average of 50% of segment detected as original attacks.
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Figure 5: Attack distribution by cluster in K-means model, DoS attacks.

The voting system allows us to take advantage of the three models, and outlines attacks for which no
consensus is reached by the voting system.

3.2.2. Originality detection for Probe attacks

Probe attacks are less numerous than DoS ones, with only four attack’s types (ipsweep, nmap, portsweep
and satan) listed in 11656 attacks. We can see the distribution of the data on Table 2.

Table 2
Overview of Probe Attack, with the number of attack in the dataset, number of attack found by each model,
number of attack reaching the consensus and number of original attacks.

Attack types Ipsweep Nmap Portsweep Satan
Dataset 3599 1493 2931 3633
K-means 3599 1201 2917 3546
KNN 3599 1493 2931 3633

1C-SVM 3569 1452 2909 3589
Consensus 3569 1197 2902 3512
Original 30 296 29 121

% of originals 0,83 19,83 0,99 3,33

When we analyze results in table 2, K-means model correctly identifies more than 80% of attacks,
and 100% of the ipsweep attacks, based on the number of attacks found by type, on the number of
attacks presents in the dataset. Both models demonstrate good performance, achieving a classification
accuracy, with a good classification rate between 96% and 100%. Around 5% of the attacks demonstrate
the consensus, and the segments show sufficient variation to be considered as originals.

3.2.3. Comparison with state of the art methods

In order to validate the proposed model, two state of the art methods among those often adopted by



experts are used: Local Outlier factor (LoF) and Isolation Forest (IF). These methods are usually used
as anomaly detectors, and in our case, they are applied to attack data to outline anomalies that could
be considered as a form of originality. These methods are adopted by expert thanks to their efficiency
in anomalies detection, as shown by the authors, in [10] and [11], who demonstrate respectively the
efficiency of IF for anomalies detection and cyber-attacks prediction. In [12] and [13], authors used LOF
for anomalies detection and network intrusion detection, respectively.

For the DoS attacks, we obtained the distribution shown in table 3

Table 3
Overview of DoS Attack, with the number of attack in the dataset, number of original attack found by each
model and percentage of original attacks.

Attack type Back Neptune Pod Smurf Teardrop
Dataset 956 41214 201 2646 892
LoF 160 1841 33 182 80

%Original LoF 16,74 4,47 16,42 6,88 8,97
IF 948 1348 134 1738 423

%Original IF 99,16 3,27 66,67 65,68 47,42

We see that LoF and IF are not consensual: as LoF seems to be more precise than IF. However, if we
obtained better results than IF for all the attack types, the original attacks detected for back, pod and
teardrop by LoF are less than ours. But our three classifiers share similar results, which confirm the
efficiency of the model. However, back attacks seem to be less prone to original attacks. As our system
detect a majority of original attacks (99%), it is interesting to see that IF models still detects 99,16% of
original attacks, making think that back attacks are difficult to classifies.
We use the same method for Probes attacks, and the results are presented on table 4

Table 4
Overview of Probes Attack, with the number of attack in the dataset, number of original attack found by each
model and percentage of original attacks

Attack type ipsweep nmap portsweep satan
Dataset 3599 1493 2931 3633
LoF 128 29 222 204

%Original LoF 3,56 1,94 7,57 5,62
IF 12 259 203 592

%Original IF 3,11 17,35 6,93 16,30

The state of the art methods seems more efficient for Probes attacks but exception made for nmap
attacks, our methods seem more precise.
After analysis, we have 80% of segments in common and we choose to examine manually the 20% to
confirm if they are originals, and the results are presented in the section bellow.

3.2.4. Validation by a cyber analyst

We investigate whether attacks classified as original by our model and normal by the competing methods
are indeed original from the expert point of view. We therefore define this three-steps procedure:

1. We first analyze features of normal attacks. Then we make statistics to evaluate nominal values
of those features.

2. We compare features of each attack segment to the previously identified nominal values.
3. We use the tuple notions and duplicated to analyze, as we know the value range for each descriptor.

We considered an attack as original only if its features are unique.



To check our results, we analyze segment, without knowing their classification by our system, and
then, we compare if the manual analysis and the output of the system matches (original only detected
by our model, original detected by both model, and original only detected by state-of-the-art model).

1. For 45 original attack only detected by our model, we actually confirm after analysis 32 originals
attacks,

2. For 55 original attack detected by our model and the state-of-the-art models, we confirm after
analysis 44 originals attacks,

3. For 100 original attack detected by state-of-the-art model, we confirm after analysis 88 originals
attack

To illustrate our analysis, we choose segment number 81 557, a neptune attack, as example: our
attention was drawn by three variations on the descriptors:

1. Duration: The length of time duration of the connection is about 2 seconds, when a duration for
a normal neptune attacks is 0 seconds.

2. Flag: The status of the connection is SF (Normal establishment and termination), when normal
neptune attacks have a flag S0 (connection attempt seen but no reply).

3. Src_bytes: The number of data bytes transferred from source to destination in single connection
is 10714 bytes when a normal neptune attacks is 0.

For probes attacks, we can mainly cite variation on the service (Destination network service used)
descriptor, like supdup, which appears on the segment number 41 594 (attack nmap), when normal
nmap attacks never use it.
We also examine segments detected by the state of the art methods as original, in contrast to our model.
The traditional method classifies it as original, when it is just a false positive. For segments number 253
and 125876 which do not present any variation of the patterns, it is inexplicable why they have been
classified so. Finally, segment number 125694 is classified as original, when is rejected (Flag REJ) : it
value are different from the normal ones, because the attack never succeed.

This analysis, carried out on a representative number of samples, confirms that our system is
performing well, as 76% of attacks detected were effectively original : our system can complement
existing methods, contributing in the long term to reducing the number of alerts raised by SOCs
requiring human analysis.

4. Conclusion and future work

In this paper, we proposed a method for attack originality detection. The proposed method is based on
the collaboration of different weak classifiers with a voting system which is responsible for detecting
non-consensual attacks identified as original. The obtained results are promising, making evidence of
situations where classical techniques fail to detect attack originality. Conclusions have also confirmed
by a CS Group cyber analyst. Results confirm that although competing techniques may detect more
abnormal attacks, they fail to detect others that have been confirmed as original by the expert, confirming
the specificity of our method, and the complement it offer to state-of-the-art method.
This method is a first step to improve SIEM capabilities of early stage APT detection. Future work will
focus on adding state-of-the-art classifiers to strengthen our voting system, and then investigating deep
learning methods for attack originality detection.
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