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Abstract
We evaluate the effectiveness of current large language model (LLM) literature review systems in interdisciplinary
domains. While LLMs can support and accelerate reviewing the scientific literature, it is unclear how they cope
with interdisciplinary science, where sources from multiple fields must be integrated according to relevance
defined by context. We study this from the perspective of systems biology, a field that combines biology,
mathematics, physics, and computer science. Using a set of expert-defined research questions, we assess the
ability of LLMs to meaningfully integrate cross-domain knowledge and correctly reflect relevance. Specifically,
we evaluate the quality of generated reports and the relevance of retrieved references from five different review
models. We find that LLMs are a valuable augmentative tool for literature reviews, but trade off report quality for
completeness in interdisciplinary domains. We address these limitations by proposing a novel method, termed
AURORA, which is particularly designed for interdisciplinary applications. On the interdisciplinary systems
biology benchmark, AURORA offers good coverage with high-quality reports.
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1. Introduction

Scientific research usually starts by reviewing prior art from the literature. This involves extensive
search across multiple sources, followed by critical evaluation of the relevance of each result and the
semantic relations between them. This time-consuming and somewhat repetitive task can be accelerated
and augmented with the help of LLMs, including generating the final written report. However, LLMs
cannot directly be used for literature surveys, due to the risk of hallucinating nonexistent references or
generating unverifiable reports. Instead, LLMs must be carefully integrated with literature databases
into robust automated workflows for scientific literature review (SLR). This has been successfully
practiced in several approaches, including Elicit [1], Scite [2, 3], and Undermind [4]. Such systems have
demonstrated their potential for reducing workload, but their effectiveness in interdisciplinary research
domains remains unclear.

Literature reviews in interdisciplinary fields require integrating sources from multiple disciplines
in a contextually meaningful way. This hinges on matching potentially different domain-specific
vocabularies and assessing results based on their semantic relevance to the question. Here, we empiri-
cally benchmark current state-of-the-art LLM SLR methodologies in an interdisciplinary setting. We
specifically consider the example of systems biology, which integrates knowledge from biology, physics,
mathematics, and computer science in order to provide predictive mechanistic understanding of living
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Figure 1: Overview of the present comparative evaluation methodology.

systems [5, 6]. The breadth of the research field of systems biology creates several data integration and
integrative analysis challenges [7, 8] that are difficulty even for human scientists. In order to evaluate
how well LLM-based SLR systems perform in systems biology, we introduce an end-to-end systematic
comparison framework based on research questions formulated by domain experts and quantitative
evaluation of results. We find that previous LLM SLR systems focus on certain performance dimensions
while neglecting others. Based on this observation, we propose a new approach: AURORA—Automated
Understanding and Review Of Research Articles. The proposed AURORA method balances well on
report quality and reference retrieval. This allows us to identify opportunities for further development
of LLM SLR systems in interdisciplinary science.

2. Methodology

We design an end-to-end evaluation framework as illustrated in Fig. 1. The key ingredients are: selection
of SLR methods, dataset acquisition, AURORA development, and evaluation metrics.

Selection of SLRMethods: From amongst the previous LLM SLRmethods Elicit1, Scite2, Perplexity3,
EvidenceHunt4, MirrorThink5, Scispace6, and Undermind7, we selected four state-of-the-art approaches
by the following criteria: the approach should be LLM-driven; it should either focus on biology, medicine,
or randomized controlled trials as their domain; it should be a retrieve-and-generate assistant rather
than a simple search wizard or writing assistant.
Dataset acquisition: We organized a workshop with a total of 15 practicing domain experts from

systems biology. This included doctoral students, doctoral researchers, and principal investigators from
the Center for Systems Biology Dresden. We asked them to formulate broad and open-ended research
questions that were not previously answered in any single publication. We collected 12 such research
questions of diverse type and nature (see appendix A).

1https://elicit.com/
2https://scite.ai/assistant
3https://www.perplexity.ai/
4https://evidencehunt.com/
5https://mirrorthink.ai/
6https://typeset.io/
7https:/undermind.ai/
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Figure 2: Overview of the proposed approach AURORA using the PubMed and PubMed Central literature
databases and report formats for all the approaches.

AURORA development: We design AURORA to perform end-to-end systematic review of all
literature relevant to a given research question. It combines keyword search, abstract screening, full-
text understanding of individual papers, and combining information from multiple papers. As data
sources, AURORA uses the public APIs of ArXiv and PubMed, providing almost complete coverage of
the literature relevant to systems biology. PubMed’s metadata supports convergent search over multiple
iterations, which is not possible for ArXiv. Hence, the evaluation below uses the PubMed database.

The overall design of AURORA is summarized in Fig. 2. We automate keyword search by prompting
a LLM to generate five search phrases for a given research question, selecting the one yielding the
most results. We screen the abstracts of the resulting papers in a vector-space embedding. We repeat
the process for successively longer search time horizons until we find 5–10 “seed papers”. Next, we
scan the references of these seed papers using PubMed’s metadata, collect their unique identifiers
(PubMedID-PMID, PubMedCentralID-PMCID, DOI), and screen the abstracts of all cited papers. This is
repeated until the result set converges (i.e., no new papers are found). Upon convergence, the full texts
of all found papers are fetched and collectively fed into a long-context LLM. If full text is not available
(or pay-walled) only the abstract is used. The LLM summarizes each paper, and a re-ranking model is
applied to score the summaries. From this, the final written report is generated using the LLM.

Implementation details: Overall, AURORA uses one embedding model, one re-ranking model, and
three LLMs (for keyword–phrase generation, full-text summarizing, and report compilation). For the
evaluation below, all three LLM instances were GPT-4o-mini. For abstract screening, embeddings were
generated using the nomic-embeddings model8 [9], which supports a sequence length of 8192 tokens.
The search time horizon was iteratively extended in 12-month steps until seed papers were found. The
maximum number of scans allowed is 20 per research question. The summaries were re-ranked using
the Jina re-ranker9 based on their relevance to the initially given research question.

3. Evaluation and Results

We use evaluation metrics from Fig. 1 to perform qualitative analysis of generated reports and quantita-
tive analysis of references retrieved for Elicit, Scite, Evidence Hunt, Undermind, and AURORA.

8https://huggingface.co/nomic-ai/nomic-embed-text-v1
9https://huggingface.co/jinaai/jina-reranker-v1-turbo-en
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3.1. LLM-Generated Reports

LLM-as-judge evaluation: We use the state-of-the-art models GPT-4o and Claude 3.5-sonnet as judges
to rate the reports generated by the different LLM SLR approaches across all 12 research questions on a
Likert scale of 1–5 based on the criteria in Table 1. Higher ratings indicate better reports. The spider
charts of the results from both judges are shown in Fig. 3. From those, the performance of Evidence
Hunt and AURORA were similar for almost all criteria, whereas Scite showed moderate performance,
and Elicit and Undermind under-performed.

Metric Prompt description
Coverage Assess how well the report addresses the research question by considering all

relevant aspects, perspectives, and sub-questions.
Thoroughness Examine how thoroughly and in-depth each aspect is explained in the report, along

with how well it is supported by evidence and clear explanations.
Boldness Examine whether the report presents well-supported arguments with confidence,

handles ambiguous points with clarity and free of vague language.
Readability Assess how easily the report can be understood and followed by evaluating its

structure, including the use of headings, subheadings, and sufficient context.
Balance of
viewpoints

Evaluate if the report presents balanced perspectives on conflicting literature, avoids
extreme views unless well supported, and acknowledges different sides of argument.

Sensibility Assess the report’s alignment with common sense and logical coherence. Evaluate
the rationality and chronology of references in the report.

Table 1: Metrics for LLM-as-judge evaluation, scored on a 1–5 Likert scale (higher is better).

Figure 3: Spider charts of the results using GPT-4o (left) and Claude 3.5-sonnet (right) as judges to
evaluate the generated reports of all five LLM SLR systems (colors in legend) based on Table 1.

SLR System: Elicit Scite Evidence Hunt Undermind AURORA
Avg. report length: 193.25 761.42 782.83 218.25 1235.73

Table 2: Average (across research questions) lengths of generated literature reports in numers of tokens.

Average length of generated reports: We compare the average number of tokens generated for
each research question and approach. As shown in Table 2, Elicit and Undermind produced shorter
reports than Scite and Evidence Hunt, suggesting they may not comprehensively address open-ended
literature research questions. This aligns with Fig. 3, where Elicit and Undermind received lower
ratings for coverage and thoroughness. AURORA used the most tokens, indicating it may provide more
comprehensive contextual information, whereas Evince Hunt and Scite were almost equal in the middle.



3.2. Retrieved References

Elicit, Scite and Undermind use Semantic Scholar having access to 200 million articles [10] whereas
Evidence Hunt and AURORA use PubMed with approx. 37 million articles [11] (cf. Table 3). We used the
initially retrieved references without further asking for extension to ensure fairness across approaches.
Overlap of references: We count the number of common references reported by any two SLR

approaches. Since approaches are uncorrelated, this allows estimating the fraction of all references any
method 𝐴 finds as: (Number of common references between 𝐴 and 𝐵)/(Number of references found by
𝐵) [4]. This metric is called “overlap”, since a value of 1 indicates complete overlap of results. A color
map of the overlap between any two approaches is shown in Fig. 4 where rows are 𝐴 and columns
𝐵. The diagonal is set to 0 to better utilize the color range. Undermind shows the highest overlap
with other methods, likely because it finds the most references. The overlap of AURORA is almost as
high, while Elicit, Scite, and Evidence Hunt show significantly lower overlaps (below 0.075) with other
methods, indicating limited efficiency to find the best, most relevant, or foundational papers for the
question.

Figure 4: Reference overlap between approaches.

SLR
Approach

Articles
(million)

Recall
(%)

Recency
(avg. #)

Elicit 200 4.46 0.75

Scite 200 6.64 3.0

Evidence-
Hunt

37 3.88 2.17

Undermind 200 47.13 17.41

AURORA 37 47.98 7.25

Table 3: Recall and recency scores.

Recall of references: Recall is defined as the fraction of references retrieved by any SLR method
compared to the total set of references found by all methods combined. This generalizes the pair-wise
overlap metric to considering all other methods as a reference set. Table 3 shows that Evidence Hunt
has the lowest recall score, suggesting that it fails to find a sufficient number of relevant references
despite high scores in other criteria (see Fig. 3). AURORA mitigates this limitation and stands close to
Undermind in its ability to retrieve highly relevant references.

Recency of references: We count the average number of references found from recent years (2022,
2023, 2024), across all research questions. Table 3 shows that Elicit has only a 75% chance to find one
recent paper on average, whereas all other approaches find several recent papers. AURORA’s iterative
temporal approach helps it capture more recent papers than Evidence Hunt from the same database.
Undermind’s very high recency score is likely due to its use of Semantic Scholar, which is a much larger
literature database than PubMed.

4. Conclusion

We presented an initial study on using LLM SLR methods in an interdisciplinary field of science, here
systems biology. We found that the performance of state-of-the-art methods is complementary in terms
of report quality and reference recall/recency, reflecting a trade-off in interdisciplinary searches. The
AURORA approach proposed here could provide a way of addressing this limitation, as we found it
to maintain the best balance. This hints at its ability of retrieving contextually relevant references
while still achieving good literature coverage. This hinges on iterating temporal search with LLM-based
full-text understanding until convergence. In the future, we will extend AURORA to additional database
sources, including databases of gene and protein sequences.
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A. Online Resources

• The research questions used in the evaluation are available as online spreadsheet A.
• The reports from all approaches with criteria scores are available as online spreadsheet B.
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