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Abstract. Nowadays, the interest to work simultane-

ously with data stored in several databases is growing.

Multidatabase Systems (MDBS) have been proposed as a

solution to work with di�erent pre-existing autonomous

databases. Federated Database Systems (FDBS) are a

special type of MDBS where an integrated schema is

provided. This integrated schema is the result of an inte-

gration process among the schemata of the pre-existing

autonomous databases. In our case we have built a

FDBS that integrates several heterogeneous relational

databases by using a particular type of Knowledge Rep-

resentation system based on Description Logics (DL sys-

tem). The integrated schema is represented as a terminol-

ogy formed by a set of classes and attributes. Although

there has been a lot of research about the problems of

translation and integration of schemata to obtain in-

tegrated ones, the problem of query processing against

these integrated schemata has not been treated so much.

In this paper we present an overview of the query pro-

cessing of our FDBS and then we point out the features

of DL systems used in the query processing.

1 INTRODUCTION

Nowadays, the interest to work simultaneously with data

stored in several databases is growing. MultiDataBase

Systems (MDBS) have been proposed as a solution to

work with di�erent pre-existing autonomous databases.

Federated DataBase Systems (FDBS) are a special type

of MDBS where an integrated schema is provided. This

integrated schema is the result of an integration pro-

cess among the schemata of the pre-existing autonomous

databases. There exist many distinct approaches for

building a FDBS, namely the Entity-Relationship model

approach, the Object-Oriented approach, and the Knowl-

edge Representation Systems (KRS) approach. In our

case we have built a FDBS that integrates several hetero-

geneous relational databases by using a particular type

of KRS based on Description Logics (DL system). The

integrated schema, built upon the di�erent relational

database schemata, is viewed as a terminology, formed by

a set of classes and attributes, and the extension of the

terminology (the instances of the classes and attribute

values) is in fact in the underlying databases. When a

query is formulated over that terminology, the answer

must be obtained from the di�erent databases. In

[

Blanco

et al.,1994a; 1994b

]

we show the advantages of using a

DL system for building a Federated Relational Database

System.

Three di�erent types of problems are involved when

building a FDBS: translation of the underlying database

schemata into schemata expressed in a canonical model,

integration of the translated schemata into an integrated

schema and query processing of the user-formulated

queries over the integrated schema by accessing the un-

derlying databases. Although there has been a lot of re-

search about the problems of translation and integra-

tion of schemata to obtain integrated ones (

[

Bertino et

al.,1989; Larson et al.,1989; Navathe et al.,1989; Collet et

al.,1991; Sull and Kashyap,1992; Spaccapietra et al.,1992;

Qutaishat et al.,1992; Pitoura et al.,1995

]

), the problem

of query processing against these integrated schemata has

not been treated so much.

In general the query processing problem is a hot topic

in many database research areas. In particular, query

processing in distributed database systems has been

studied in detail (

[

Ceri and Pelagatti,1984; Ozsu and

Valduriez,1991

]

) but the solutions proposed are not the

same as the solutions needed for multidatabase systems

because of the autonomy and heterogeneity of the com-

ponent databases (

[

Dayal,1985; Ozsu and Valduriez,1991;

Schild,1991; Du et al.,1992; Lu et al.,1992; Du et al.,1995;

Kim,1995

]

), and therefore more research is needed to

solve all the problems that appear in the multidatabase

systems. With this aim, we have de�ned a new query

processing strategy.

Concerning the related works, we mention only those

works that use a DL system in connection with informa-

tion sources that may be in a multidatabase context or

not. In

[

Devanbu,1993

]

Devanbu explains how translators

from DL queries to database queries can be built. Borgida

and Brachman

[

Borgida and Brachman,1993

]

present an

e�cient translator from DL querie s to SQL queries and

also present some problems when loading data into the

DL terminology. In the previous cases only one database

is connected to the DL terminology and the whole DL

terminology is loaded at the beginning of the session.

1



Therefore, user formulated queries are answered with-

out accessing to the database using for that the query

processing features provided by the DL system. In our

case several databases are connected to the DL termi-

nology base and only some of their data are loaded in

the cache memory. In

[

Arens et al.,1993

]

Arens et al.

show the SIMS system, that integrates data from sev-

eral heterogeneous and distributed information sources

(databases and LOOM knowledge bases) by using the

LOOM DL system. From the query processing point of

view they reformulate the queries by selecting the ap-

propriate information sources, create plans to answer the

query, perform semantic optimization of the plan by ex-

ploiting knowledge about the domain and the informa-

tion sources and execute the optimized plan. They also

point out in

[

Arens and Knoblock,1994

]

that during the

query processing, there can exist classes that are worth

caching, and give several principles that describe the in-

teresting data to cache. We have stated some principles of

caching and de�ned a cost model in order to evaluate the

bene�t and cost of having the objects in the cache mem-

ory, with which the optimal set of objects worth caching

can be calculated. We also distinguish between two re-

placement strategies: the static, applied between sessions,

and the dynamic, applied during the query processing in-

side a session. In

[

Levy et al.,1995

]

, Levy et al. present an

information system that englobes di�erent information

systems as databases, object-oriented knowledge bases

and structured �les. The uni�ed view of the information

sources is expressed by using the CLASSIC DL system.

They have designed a query optimization strategy that

minimizes the number of information sources accessed

during the query processing, but they do not consider

the response times for queries nor incorporate a cache

memory to improve the e�ciency.

The goal of this paper is to present an overview of

the query processing in a FDBS built by using BACK

[

Peltason et al.,1989

]

, a particular DL system, but �rst

we show an example of an integrated terminology used

throughout the paper.

2 EXAMPLE OF AN INTEGRATED

TERMINOLOGY

Let us suppose that there are two very simple exported

schemata, namely db1 and db2, from two databases with

information about teachers, students, courses and which

teachers teach what courses and which students attend

what courses.

Let us suppose that the integrated terminology ob-

tained after the integration process and the mapping

information that relates the classes and attributes of

the terminology and the data elements in the database

schemata appear respectively in �gures 2 and 3. Notice

that there is replication of data because the instances of

the class teaching assistant can be obtained from three

di�erent ways: a) accessing only to db1, b) accessing only

to db2 or c) accessing both db1 and db2 and doing the in-

db1

student(id,name,address)

studies(s id,course#)

db2

teacher(id,name,address,title,degree)

course(c#,name,depart,creds)

teaches(t id,c#)

Figure 1: Simpli�ed schemata

tersection. As it can be shown, the derived relations that

appear in these mapping informations are multidatabase

ERA expressions because they contain aggregate func-

tions (Fcount()) and attributes and relations are from dif-

ferent databases (e.g. db1.student, db2.teacher).

CLASSES

person :< anything

student :< person

teacher :< person

course :< anything

teaching assistant := teacher and student

super student := student and atleast(10,studies)

studies: \A450"

lucky teacher := teacher and atmost(0,teaches)

ATTRIBUTES (only some of them appear here)

name :< domain(person) and range(string)

title :< domain(teacher) and range(string)

teaches :< domain(teacher) and range(course)

teaches to :< domain(teacher) and range(student)

studies :< domain(student) and range(course)

Figure 2: Integrated terminology

CLASS <attr,rel>

person: <id,db1.student[(id) db2.teacher>

student: <id,db1.student>

teacher: <id,db2.teacher>

teaching assistant: <id,db1.student\(id) db2.teacher>

teaching assistant: <id,� cat=\grad stud" (db2.teacher)>

teaching assistant: <id,� course#�\A600" (db1.student)>

super student: <s id,� new attr�10 ((idp F count(course#)

db1.studies1 � course#=\A450" (db1.studies))>

lucky teacher: <s id,db2.teacher�(id=t id) db2.teaches>

ATTRIBUTE: <attr inst,attr attr,rel>

studies: <s id,course#,db1.studies>

title: <id,title,db2.teacher>

Figure 3: Mapping Information

3 OVERVIEW OF THE QUERY

PROCESSING

There are �ve stages in the Query Processing of our

FDBS: parsing of the query, semantic transformation

and decomposition, query processing in the underly-

ing databases, loading of the answers brought from the
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databases in the cache memory and query processing in

the cache memory. In �gure 4, the architecture of the

Query Processor is shown.

c- <t,T,N,...>

c- <x,y,...>.....................
r-<a1,a2,r,...>....................

.......

RC={(r1,c1),..}
CC={c1,c2,..}

.......

1

3

.....................
r-<t,T,N,...>....................

Q’ = [rf(r) for] getall D1 and ... and DM

..

..

Cache

23 1

2

GLOBAL QUERY
PROCESSOR

SEMANTIC TRANSFORMATION
AND DECOMPOSITION

Calculation of the MOST IMMEDIATE SUPERCLASSES

DECOMPOSITION OF THE QUERY:

Mapping Information

TRANSLATION
BACK to MAPPING INFORMATION

TRANSLATION

SCHEDULER

Q = [rf(r) for] getall C1 and ... and CN
BACK Query

INTENSIONAL
ANSWER

ANSWER
EMPTY

SYNTAX ERROR PARSING

Terminology
Integrated

Information
Cache

Estatistics

Information
Mapping

Comunication
Module

Answers to Q1,...,Qn

ANSWER
FROM THE

DATABASES

FROM THE CACHE
ANSWER

Q1 + IE1

Qn + IEn Set of subqueries
may be empty, to make in the DBs

and Mapping Information to use

is empty, then it executesto ask in
the cache

semantically
equivalent to Q,

Query Q’’,

have been loaded

databases are going to be loaded 

in the cache memory, then 

is executed after all the answers

When the set of subqueries
to make in the databases

In other case, if the answers from

LOADING IN THE CACHE MEMORY

SQL plan

MAPPING INFORMATION to SQL PLAN

QUERY PROCESSING IN THE DATABASES

QUERY PROCESSING IN  THE CACHE

HEURISTICS

3

2

Figure 4: Architecture of the Query Processor.

Parsing

In this stage lexical and syntactical errors are detected.

For example, getall professors, or getall teacher adn

student. In our case this is achieved by using the parser

of the DL system.

Semantic Transformation and Decomposition

In the semantic transformation and decomposition

stage, di�erent situations may happen: a) the query is de-

tected as inconsistent and therefore the process ends, b)

the query is answered from the cache memory but �rst,

if needed some subqueries are asked in the underlying

databases or c) the query is answered from the underly-

ing databases and nothing is loaded in the cache memory.

There are two tasks performed in this stage: 1) cal-

culation of the Most Immediate Superclasses in order to

obtain a semantically equivalent query by using DL rea-

soning capabilities and 2) decomposition of that query

by using a set of heuristics.

1. Set of Most Immediate Superclasses (MIS)

The set of MIS corresponding to a query is formed by

all the classes and attribute restrictions that belong to

the terminology or to the query that satisfy the following

conditions: a) all of them subsume the class description

of the query b) none of elements in the MIS set subsumes

another element in MIS and c) if there is some class or

some restriction that subsumes the class description of

the query, then it belongs to the MIS set or there is al-

ready an element in MIS to which it subsumes. The query

formed by the conjunction of all the elements in the MIS

set is semantically equivalent to the class description of

the query. The reasoning that DL systems perform to cal-

culate subsumption relationships between descriptions is

used in order to get the MIS set.

If the query is

getall teacher and person and student and

atleast(20,studies) and atmost(0,teaches) and studies:

\A450" and atmost(25,studies)

then the MIS set is

fteaching assistant, lucky teacher, super student,

atleast(20,studies), atmost(25,studies)g

By calculating the MIS set some more speci�c classes

that do not appear in the initial query may be detected

(in the example teaching assistant, lucky teacher and su-

per student) and other redundant classes and attribute

restrictions are eliminated (in the example person, at-

most(0,teaches) and studies: \A450"). In some cases, it

is better to use this semantically equivalent query but

this is not always true.

Furthermore, in this stage the initial query may be

detected as inconsistent and also intensional answers may

be given to the user.

It is detected that the query is inconsistent when getall

nothing is a semantically equivalent query to the user

query, that is, when nothing is in the set of Most Imme-

diate Superclasses.

Two di�erent types of intensional answers may be

given to the user: Most Speci�c Formulation of the query

and Extended Formulation of the query. The �rst one is

formed by the elements of the MIS set corresponding to

the query and the second one is formed by recursively

substituting the classes in the initial query by their de�-

nitions.

2. Decomposition of the query: heuristics

In order to know if the initial query may be an-

swered from the cache memory, the semantically equiva-

lent query is used. The query is cached if all the classes

in the set of MIS and all the attributes that appear in re-

strictions of the MIS are cached. When the query cannot

be answered from the cache memory, then the semanti-

cally equivalent query has to be decomposed in a set of

subqueries to ask in the underlying databases. Due to an-

alyzing all the possible combinations of subqueries is very

complex we have de�ned a set of heuristics that try to re-

duce such number of combinations. These heuristics take

into account if some parts of the query are cached, do-

main information about the integrated terminology and

statistics about queries previously formulated. The goals

of these heuristics are:

� Goal 1: To avoid that the answer sent from each

database node is too large.

� Goal 2: To try that the computation cost in each

database node is small, unless it is needed to reach

the goal 1.

� Goal 3: To try not to bring parts that are already

cached, unless it is needed to reach the previous
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goals.

� Goal 4: To try to send subqueries that are executed

in parallel in di�erent database nodes, if these sub-

queries satisfy the two �rst goals.

The heuristics are presented in the following table:

H. Description

H1 Substitute a non-cached de�ned class without alternative

mapping information by its most speci�c de�nition

H2 Maintain a non-cached de�ned class with alternative mapping

H3 Substitute a class by its only non-cached subclass

H4 Use an attribute to project if it is cached

H5 Reduce the size of a subquery within a database node

H6 Reduce the size of subqueries among database nodes

H7 Substitute restrictions over an attribute by its projection

We show some examples for the heuristics. Let us sup-

pose that the MIS set is the previous one:

fteaching assistant, lucky teacher, super student,

atleast(20,studies), atmost(25,studies)g

Heuristic H1

If super student is not cached then it is better to sub-

stitute it by its de�nition:

student and atleast(10,studies) and studies:\A450"

Then the redundant restriction atleast(10,studies) is

eliminated because it subsumes atleast(20,studies). The

reason of why super student is not interesting in this

case is that the mapping information of super student

has been obtained from its de�nition, and it includes the

mapping for atleast(10,studies). Therefore it is more in-

e�cient.

Heuristic H2

If teaching assistant is not cached then it is not sub-

stituted by its de�nition teacher and student because it

does have two alternative mapping informations:

<id,� cat=\grad stud" (db2.teacher)>

<id,� course#�\A600" (db1.student)>

each one in a di�erent database that are better than

the mapping information based on the de�nition teacher

and student.

Heuristic H5

Let us suppose that, after having applied heuristics H1

and H2, the non-cached elements are

fatmost(0,teaches), studies: \A450", teaching assistant,

atleast(20,studies), atmost(25,studies)g

It can be noticed that atmost(0,teaches) is the only

one that can only be brought from db2, and that teach-

ing assistant can be brought indistinctly from db1 or from

db2. Heuristic H5 says that it is better to send

Q1: getall teaching assistant and atmost(0,teaches)

to db2 instead of

getall atmost(0,teaches)

because the answer for this last one may be too big.

On the other hand, applying the same heuristic H5, it

is decided that the query

Q2: getall teaching assistant and atleast(20,studies) and

atmost(25,studies) and studies: \A450"

has to be answered from db2.

Heuristic H6

If the size of the answer in some database node is big

then it is decided to send queries that have to be answered

from di�erent databases. For example, if the answer to

Q1: getall teaching assistant and atmost(0,teaches)

is considered to be too big then the previous two

queries, Q1 and Q2, obtained after applying heuristic H5

are merged into only one. The query

Q3: getall teaching assistant and atmost(0,teaches) and

atleast(20,studies) and atmost(25,studies)

and studies: \A450"

has to be answered from the underlying databases.

Query processing in the underlying databases

The set of subqueries that have been selected in

the previous stage have to be asked in the underlying

databases. For each DL subquery, its corresponding op-

timal mapping information is generated and then it is

translated into an optimal SQL plan to be executed in

the underlying databases. An SQL plan is a set of SQL

queries to answer in the database nodes along with the

communication operations sending intermediate results

between the nodes.

Optimization of the mapping information

Taking into account that the mapping informa-

tion is already de�ned for all the classes and at-

tributes of the terminology, the mapping information

for all the constructors: atleast(n,attr), atmost(n,attr),

all(attr,class type), attr: value, attr: close(value) and for

combinations of classes has to be de�ned. This mapping

can be optimized when some information about the un-

derlying databases is known: functional, inclusion and

exclusion dependencies, ranges of values for attributes,

information about null values, and when some combina-

tions of constructors happen.

For example, the mapping information for the query:

getall atleast(20,studies) and atmost(25,studies)

is the next one:

<s id,� 20�new attr�25 (s id F count(course#) db1.studies)>

However, the mapping information for the query:

getall atleast(20,title) and atmost(25,title)

is �, because the functional dependency teacher.id

! teacher.title exists.

Generation of an optimal SQL plan

The previously generated mapping information has to

be translated into an SQL plan. When a Multidatabase

SQL is available then in the translation process it has

to be avoided generating too many views. If that MSQL

does not exist then every SQL query has to be sent to
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each corresponding database node and the optimal com-

bination of intermediate results calculated.

The SQL plan corresponding to

<s id,� 2�new attr�5 (s id F count(course#) db1.studies)>

would be a simple SQL sentence to execute in db1 node.

select s id

from studies

group by s id

having count(distinct course#)>= 20

and count(distinct course#)<= 25

Loading in the cache memory

If the query is going to be answered from the cache

memory, then the answers to the queries are loaded in the

corresponding classes and attributes of the terminology

1

.

In order to avoid that the DL system classi�es the in-

stances a solution like the presented in

[

Borgida and

Brachman,1993

]

may be applied.

Query processing in the cache memory

In the last stage it is possible to answer from the cache

memory, once all the subqueries have been made in the

underlying databases and their answers loaded in the

cache memory.

4 CONCLUSION

In

[

Blanco et al.,1994a; Go~ni et al.,1995

]

we presented

the advantages of using DL systems to build FDBS and

to de�ne a cache memory. It is our belief that reasoning

mechanisms from DL are useful to perform query pro-

cessing and in particular semantic query optimization, as

said in

[

Beneventano et al.,1994

]

. However, only by using

those reasoning mechanisms the optimal plans cannot be

obtained and other techniques need to be applied. For

example, most speci�c classes may be useful during the

query processing but it is not always better to use them.

Furthermore, we have de�ned a set of heuristics to obtain

an optimal set of subqueries to process in the underlying

databases and an optimization process of the mapping

information and SQL plan for these DL queries.

DL systems have been also shown as appropriate to

o�er intensional answers to the users. We have incorpo-

rated this feature to our FDBS.

Lastly, we also consider interesting to incorporate a

metalevel mechanism to DL systems in order to per-

mit a di�erent query processing strategy

[

Berm�udez et

al.,1995

]

.
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