
DFL { A Hybrid Integration of Descriptions and

Rules, using F-Logic as an Underlying Semantics

Mira Balaban and Adi Eyal

Ben-Gurion University of the Negev

ISRAEL

Abstract. In this paper we use F-Logic (

[

8

]

) as an un-

derlying framework for a hybrid construction of descrip-

tions and rules. The hybrid framework, termed DFL,

is modular, and enjoys a compositional semantics. In

DFL, the knowledge base manages a database of explicit

descriptions, by consulting two separate reasoners: DL {

The Description Languages reasoner, and R { The Rules

reasoner. The reasoners can operate under di�erent se-

mantical policies. Four di�erent compositional semantics

possible for the hybridDFL framework are discussed and

compared.

1 INTRODUCTION

Descriptions and Rules are di�erent, complementary, es-

sential forms of knowledge. Descriptions are analytic and

closed; rules are contingent and open. Historically, de-

scriptions and rules were developed along separate lines,

by di�erent communities. The two forms can be integ-

rated either by compiling one form within the other, or

by constructing a hybrid framework. The �rst solution

yields a coherent framework, but requires reconstruction

of one approach within the other, and makes one approach

sub-ordinate to the other. The hybrid solution keeps the

modular independent status of each approach, but needs

an underlying integration framework, in which a coherent

compositional semantics can be de�ned.

We use F-Logic as an underlying framework for a hy-

brid construction of descriptions and rules since both are

natural subsets of F-logic. The hybrid framework follows

four desirable principles:

� Modularity of the source forms of knowledge.

� Compositional semantics, i.e., the semantics is com-

posed from the separate semantics of the source

forms.

� Query sensitivity, i.e., the semantics should re
ect

expected query-answering behavior.

� Preserve intrinsic properties of the source forms, e.g.,

openness for rules.

Rules are traditionally used in deductive database and

in expert systems, as a means for expressing implicit

knowledge, that extends the explicitly given facts. In DLs,

although there is a growing agreement that rules are es-

sential, there is no agreement on an integration frame-

work, and the standard formal treatment is restricted to

descriptions (

[

9; 7; 4; 5

]

). The di�erent reasoning policies

and semantical approaches of descriptions and rules pose

a major obstacle. The conventional semantics of descrip-

tions is set-theoretic, while the semantics of rules is

model-theoretic; description systems usually reason un-

der the so called Open World Assumption (OWA), while

rule based systems usually adopt the more conventional

Closed World Assumption (CWA).

In (

[

1

]

) we argue that F-Logic (

[

8

]

) can serve as a unify-

ing formalism for current description languages. In par-

ticular it is shown that it provides a faithful account,

in terms of direct syntax, semantics and inference al-

gorithms, to current Dls. A DL knowledge base, under

this account, reasons about a data base of descriptions,

by consulting an "oracle" of axiomatizations of DL oper-

ators. The semantics of the knowledge base depends on

the descriptions and the oracle. Inference can be accom-

plished using any specialized DL inference algorithm, that

is faithful to the semantics. It is shown that proper ax-

iomatizations of DL operators exist for meaningful DLs,

and that standard inference algorithms are indeed applic-

able, under these conditions.

In (

[

2

]

), a hybrid model called DFL, that integrates

descriptions and rules, is introduced. In DFL, the know-

ledge base manages a database of explicit descriptions

in an arbitrary, but decidable description language. The

database consists of the following descriptions (object,

concept and role terms are denoted o, c, and r, respect-

ively):

1. Extensional assertions of the form o 2 c, and

(o

1

; o

2

) 2 r.

2. Intensional descriptions of the form c

1

� c

2

, r

1

�

r

2

, c

n

:

= c, and r

n

:

= r, where c

n

and r

n

are concept

and role symbols, respectively.

The knowledge base reasons about the given descriptions

by consulting two separate reasoners:

1. DL { The Description Languages reasoner: A decid-

able reasoner, that reasons on the basis of the inten-

ded meaning of the description operators that form

the descriptions.
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2. R { The Rules reasoner, that reasons on the basis of

given rules and some agreed upon semantical policy

(e.g., perfect model). The rules are logic rules whose

atoms are descriptions.

This architecture is described in Figure 1.

While in query mode the DFL manager dispatches

queries to the two reasoners. The reasoners make e�orts

to answer. If they succeed, they return an answer(s) to the

manager. Intermediate results, obtained by one reasoner,

can be useful to the other. Note that the two reasoners

can operate under di�erent semantical policies. Problems

of mismatch among the di�erent components are avoided

due to the common underlying semantics of F-Logic.

2 Example

We use the industrial plants example from the BACK

manual (

[

7

]

), to demonstrate the operation of the DFL ar-

chitecture. Descriptions are built with the operators and,

all, some, domain, range, inv. The Descriptions Data-

base, D, is given in Table 1. The DL reasoner reasons on

the basis of the built-in meaning of the description oper-

ators. The R reasoner consults the set of rules RULES,

given in Table 2.

Reasoning: Consider the query \Find a mechanical

product that is produced by a dangerous plant":

?X 2 and( mechanical product;

some(inv(produces); dangerous plant))

The answer product

2

can be obtained only with collabor-

ation of the two reasoners. DL, using (t12); (a1); (a3),

infers that product

2

is a mechanical product. R, using

(r1) and (a2), infers that waste

2

is a toxic waste. DL

infers, from (a4), that (dump;waste

2

) 2 inv(buried at),

and from (t13) and (t10), that dump is a risky place. DL

infers from (t12) and (a1), that plant

1

is a plant, which

enables R to infer, using (a5) and (r2), that plant

1

is also

a dangerous plant. Eventually,DL infers, using (a3), that

product

2

is in some(inv(produces); dangerous plant).

3 DLs { as a sorted F-Logic Language

Let P be a (�nite) set of description operators. We de�ne

L

P

, a description language with description operators in

P , as a sorted, rather restricted, F-Logic language. The

de�nition is not dependent on P .

Syntax:

1. Symbols:

P { a �nite set of description operators.

C { a set of concept symbols. C = C

p

[ C

d

[

ftop; bottomg, where C

p

is the set of primitive

concept symboles, and C

d

is the set of de�ned concept

symbols.

R { a set of role symbols. R = R

p

[R

d

, where R

p

is

the set of primitive role symboles, and R

d

is the set

of de�ned role symbols.

O { a set of individual symbols (also called object

symbols).

S { a set of three sort symbols:

fconcept; role; individualg.

	 { a sort assignment. 	 : C ! fconceptg, 	 : R!

froleg, 	 : O ! findividualg; an n-ary operator in

P is assignd a sort in the form of an n+1 tuple over

S. For example, 	(all) = (role; concept; concept).

2. Well-Sorted Terms: All concept, role, and object

symbols are terms; their sorts are given by 	. Com-

plex terms are formed by well sorted applications

of description operators to terms. A complex term

op(t

1

; : : : ; t

n

), where 	(op) = (s

1

; : : : ; s

n+1

), is

well sorted if the sort of t

i

(1 � i � n) is s

i

. The sort

of the term is s

n+1

. Below we use c; r; o to denote

concept, role, and individual (object) terms, respect-

ivly. De�ned concept or role symbols are denoted c

d

and r

d

, respectively.

3. Formulae: c

d

:

= c; c

1

� c

2

; o 2 c;

8

ind

X;Y; (X[r

d

!! fY g] � X[r!! fY g]);

1

Syntactic shortcut: r

d

:

= r.

8

ind

X;Y; ( X[r

1

!! fY g] �! X[r

2

!! fY g]);

Syntactic shortcut: r

1

� r

2

.

o

1

[r!! fo

2

g]; Syntactic shortcut: (o

1

; o

2

) 2 r.

Semantics:

The semantics of L

P

, as an F-Logic language, is de�ned

over a partially ordered domain U , with a greatest and a

least elements, where terms are mapped to elements of U ,

and the symbols top and bottom are assigned the greatest

and least elements, respectively. Formulae are interpreted

by interpreting

:

= and � between concept terms as equal-

ity and the partial ordering, respectively; 2 between an

object term (usually a symbol) and a concept term is in-

terpreted as the membership binary relation over U ;

:

=

and � between role terms are interpreted as methods'

equality and implication, respectively; 2 between a pair

of object terms (symbols) and a role term is interpreted

as a method's value assertion.

The intended meaning of the description operators is

given by an F-Logic theory FL

P

, called the correspond-

ing theory for L

P

. FL

P

is not part of L

P

. Its main prop-

erty is that it provides equivalence with the standard set-

theoretic semantics of description languages. That is, for

every set of formulae �, and a formula 
 in L

P

:

�

DL

j= 
 iff FL

P

; �

FL

j= 
 ;

where

DL

j= denotes logical implication under the set-

theoretic semantics of description languages, and

FL

j= de-

notes logical implication in F-Logic. For further details

consult

[

1

]

, where a corresponding theory for P = fand,

all, at-least1, and-role g is given.

1

The subscribed quanti�er \8

ind

" quanti�es over the sort of

individuals.
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DFL MANAGER

%. &-

R : D { DL : Consults

Consults RULES $ DESCRIPTIONS DATABASE $ DESCRIPTION OPERATORS

Figure 1: Architecture of a DFL KB

Kind No. Description in words description

INTENSIONAL

Primitive- t1) product is a top product � top

concept t2) place is a top place � top

t3) mechanical product is a product mechanical product � product

t4) waste is a product waste � product

t5) radioactive material is a product radioactive material � product

t6) toxic waste is a product toxic waste � product

t7) plant is a top that is located at place plant � and(top; all(located at; place))

t8) dangerous plant is a plant dangerous plant � plant

Primitive- t9) A plant produces products, or, produces � and(domain(plant);

role produces is a relation between plants range(product) )

and products

t10) A product may be buried at a place buried at � and(domain(product);

range(place) )

t11) located at is a relation between

objects and places located at � range(place)

De�ned- t12) A mechanical plant is a plant that mechanical plant

:

= and(plant;

concept produces only mechanical products all(produces;mechanical product))

t13) A risky place is a place where risky place

:

= and(place; some(

a toxic waste is buried at inv(buried at); toxic waste))

EXTENSIONAL

Concept- a1) plant

1

is a mechanical plant plant

1

2 mechanica plant

member a2) waste

2

is a radioactive waste waste

2

2 and(waste; radioactive material)

Role- a3) plant

1

produces a product product

2

(plant

1

; product

2

) 2 produces

member a4) waste

2

is buried at place dump (waste

2

; dump) 2 buried at

a5) plant

1

is located at dump (plant

1

; dump) 2 located at

Table 1: D { The Descriptions Data Base; intensional descriptins and extensional assertions

Kind No. Description in words rule

RULES r1 A radioactive material that is also a X 2 toxic waste  �

waste, is a toxic waste. X 2 and(radioactive material; waste):

r2 If a plant is located at a risky Y 2 dangerous plant  �

place, it is a dangerous plant. Y 2 plant; (Y;X) 2 located at;

X 2 risky place:

Table 2: The set of rules RULES

3



A major result of

[

1

]

is that given a corresponding the-

ory FL

P

to L

P

, the semantics of F-Logic provides a full

account to L

P

, i.e., it correctly simulates logical implica-

tion and subsumption relations, while preserving the dir-

ect semantics. This is summarized in the following corro-

lary:

Corollary 3.1 Let t

1

; t

2

be terms of L

P

, and FL

P

an F-Logic's theory that corresponds to L

P

. Then,

t

1

is subsumbed by t

2

in a terminology � i�

FL

P

; �

FL

j= t

1

� t

2

.

4 Compositional Semantics

The compositional semantics preserves the modularity

of the DL and the R reasoners. It is composed from the

separate semantics ofDL andR, which may operate along

di�erent reasoning policies. The semantics consists of a

set of syntactic objects, either in DL terms, or in terms

of the underlying F-Logic formalism. It is constructed by

iteration of the separate semantics DL and R of the

DL and the R reasoners, respectively. DL and R are

also sets of syntactic objects. This way the principles of

modularity and Compositionality are kept. The general

structure of the compositional semantics is visualized in

Figure 2. DFL is formally de�ned as follows:

De�ne: T (KB)

def

= DL [R

and T

0

(KB) = S

0

{ semantics dependent

initial version.

T

k+1

(KB) = T (T

k

(KB)) k � 0

T

!

(KB) =

1

[

k=0

T

k

(KB)

Then: DFL(KB)

def

= T

!

(KB)

The compositional semantics does not specify the DL

and the R semantics. We investigate four alternative com-

positional semantics, called H, F , singleF , and OF , that

di�er in the separate DL and R being used, and in the

sort of syntactic objects being processed. In the H se-

mantics the syntactic objects are ground atoms of the un-

derlying F-Logic formalism; in the F and the singleF

semantics the syntactic objects are ground descriptions;

in the OF semantics the syntactic objects are descrip-

tions (not necessarily ground), and rules of the R reasoner

(

[

3

]

). Hence, H is neither query sensitive nor open, F and

singleF are query sensitive but not open, and OF is both

query sensitive and open. The H semantics is not natural

since it follows the standard Herbrand style semantics,

rather than re
ecting the subject matter. The expressiv-

ity relations between the four semantics are:

H � F = singleF � OF

with the reservations: 1)F = singleF holds only when

the R reasoner consults a set of de�nite positive rules,

without negation, and 2) The OF semantics is de�ned

only for an R reasoner that consults a set of de�nite pos-

itive rules. For detailed explanations and proofs consult

[

2

]

.

In the following example, a DFL framework over a DL

language with a single description operator, atleast1, is

presented. In the OF semantics, role relations that are ob-

tained by the R reasoner, allow the DL reasoner to obtain

new descriptions, that could not be obtained otherwise.

Example 1

P : fatleast1g

D : 1)c � atleast1(r

1

; d)

RULES : 2)(X;Y ) 2 r

2

 � p:

3)p  � (X;Y ) 2 r

1

:

The OF semantics:

DFL(D [RULES) = OF (D) =

f (1); (2); (3); 4)r

1

� r

2

5)c � atleast1(r

2

; d);

6)atleast1(r

1

; c) � atleast1(r

2

; c);

7)atleast1(r

1

; d) � atleast1(r

2

; d)g

The F semantics:

DFL(D) = F (D) = f (1) g

5 Current Research

We are now interested in speci�c evaluation methods for

query-answering in the DFL framework. We look into

top-down and bottom-up approaches.

In the DL reasoner, we can use an o�-the-shelf DL sys-

tem, like BACK (

[

7

]

) or CLASSIC (

[

9

]

). The disadvant-

age of this solution is that no partial results are collected

during evaluation, and practically, it requires duplication

of the descriptions database. A bottom-up DL reasoning

method is preferable, and the work of

[

10

]

can lead to one.

In the R reasoner, we intend to use either a top-down

+ tabulation method (

[

6; 11

]

), or a bottom-up + magic

set method. We note that description operators play the

role of object constructors. Hence, unless the DL language

includes no description operators, the semantics may be

in�nite.
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