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Abstract

Text-speech alignment and lip-syncing are crucial for a pleasant interaction with an embodied conversational
agent, especially for anthropomorphic social robots like Furhat. While pre-trained alignment models are integrated
into these agents, they may not fully align the target language, as they are primarily trained in English. This paper
addresses this limitation for Galician, leveraging a previously developed text-to-speech system, the Furhat robot,
and the Montreal Forced Aligner (MFA). We create acoustic models and a pronunciation dictionary for Galician
from scratch, which is a key contribution given the lack of resources. We propose an alternative method using
MFA to generate accurate phone-level alignments for Galician synthetic speech and evaluate its quality through
objective and subjective experiments. In this preliminary study, our trained model’s accuracy in misalignment
assessment matches results reported in the literature for other languages despite the limited data availability for
Galician. Regarding the subjective evaluation, a perceptual test with native speakers reveals a strong preference
(88%) for our lip synchronization over Furhat’s default (2%), highlighting the validity of our method for improving
lip-syncing in under-resourced languages.
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1. Introduction

The advent of artificial intelligence has led to significant advancements in the field of social robots
(1, 2, 3], which are characterized by their ability to interact and communicate with humans. The
evolution of language technologies, particularly speech technologies, has been crucial in this progress,
enabling robots to interact more naturally and effectively. These technologies include automatic speech
recognition (ASR), text-to-speech synthesis (TTS), and dialogue systems, which empower robots to
understand and respond to verbal commands, as well as engage in fluid conversations. Furthermore,
many of these robots incorporate multimodal interaction capabilities, such as face recognition and face
tracking systems, and enrich communication with the user through gestures and facial expressions.

Furhat [4] is a prime example of a cutting-edge social robot that has the capacity to modify its facial
appearance and expressions through its innovative projected mask design. This technology enables it
to interact with multiple people simultaneously in a multimodal approach, using verbal and non-verbal
cues like speech, real-time face tracking, facial analysis, lip-synced facial animation, gestures, and eye
and head movements, creating mixed-initiative conversations. In addition, Furhat integrates the most
advanced ASR and TTS systems, supporting more than 40 languages and over 200 different voices.

However, to ensure a fully satisfying experience when interacting with social robots that feature
human-like faces, attention must be paid to both the quality of synthesized speech and the synchro-
nization of facial expressions. In particular, accurate lip synchronization is crucial for natural and fluid
robot-human interaction, as it directly impacts the perceived intelligibility and expressiveness of the
robot’s speech. This synchronization must be carefully aligned with the prosody of the synthesized
audio and the specific phonetic features of the target language.
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In this regard, Furhat’s lip synchronization faces limitations due to its reliance on the Microsoft
Universal Phone Set (UPS)!, which is primarily designed for American English. This means Furhat
cannot accurately reproduce lip movements for phones absent in the UPS, which is a significant
issue when working with other languages. Moreover, integrating external TTS systems that lack
the necessary information for lip synchronization (i.e. phone sequence and timestamps) presents an
additional challenge. Furhat defaults to automatic lip-syncing based on phone audio recognition in
such cases. This automatic process, while functional, is suboptimal, as the built-in phone recognizer
is trained on English. Therefore, for languages other than English, the resulting lip movements are
frequently inaccurate, further diminishing the naturalness and realism of Furhat’s speech.

This work addresses the limitations of Furhat’s default lip synchronization when integrating an
external TTS system in the Galician language. We propose an alternative method that leverages the
Montreal Forced Aligner (MFA) [5], a robust forced alignment tool based on a classical Hidden Markov
Model-Gaussian mixture model (HMM-GMM) architecture, to generate accurate phone-level alignments
for Galician speech. We evaluate this method using the Celtia voice of the N6s-TTS system 2 [6], a
high-quality Galician synthetic voice developed within the Nos project [7, 8]. A key challenge overcome
in this work is the creation of acoustic models and a pronunciation dictionary for Galician, as, to the
best of our knowledge, no pre-existing resources were available. This study aims to bridge this gap,
enabling the integration of MFA with Furhat and evaluating its performance in achieving accurate
lip synchronization for Galician speech and improving user perception. Evaluation will be performed
through objective measures and a perceptual preference test conducted by native speakers.

The remainder of this paper is structured as follows: Section 2 reviews background on Furhat’s
lip-syncing and forced alignment; Section 3 outlines the proposed system architecture; Section 4 details
the employed methodology; Section 5 presents the evaluation results; and, finally, Section 6 discusses
the conclusions and future research directions.

2. Background

2.1. Furhat’s lip-syncing

Furhat’s operation relies on Kotlin-based skills, which manage both speech output and facial expressions.
Lip synchronization is achieved through the use of paired audio and alignment text files. Specifically,
16kHz 16-bit PCM WAV audio files are used, accompanied by corresponding Furhat-specific JSON-
formatted text files (.pho), which provide precise word- and phone-level alignments. Additionally,
each phone in a .pho file has an associated Boolean “prominent” field. This field is used to trigger a
MonitorSpeechProminent event, which can be used for co-speech gestures like raising the eyebrows.
However, the company does not provide specific code or criteria for its implementation.

In Furhat’s speech generation process, the TTS system is expected to provide a .pho file for accurate
lip synchronization. If this file is missing, Furhat employs an automatic lip-sync mechanism based on
phonetic recognition of the input audio. While functional across languages, this automatic process is
optimized for American English, as its underlying model is primarily trained on English data. Con-
sequently, lip-syncing for other languages may be suboptimal, resulting in unnatural or inaccurate
lip movements that do not correspond to the actual pronunciation. Therefore, to achieve accurate
lip-syncing in other languages, a custom phonetic file that matches Furhat’s requirements must be
generated. For this purpose, a forced alignment tool may be used. The selected aligner should support
phone-level alignment, and the resulting phonetic transcriptions must be mapped to the Microsoft UPS
to ensure compatibility with Furhat.

Furhat Robotics also provides a web application > that uses the MFA for alignment of American
English. Although this tool is not integrated for real-time operation with the robot, it has been used in
this work to analyze the structure of the .pho files generated by Furhat.

!As per 2024-06-30, when this study ran.
*https://tts.nos.gal
*https://furhat.io/audio
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2.2. Forced alignment

Forced alignment techniques can be categorized into three main approaches: HTK-based, Kaldi-based,
and deep learning-based methods. The Hidden Markov Model Toolkit (HTK) [9] is an older yet widely
used framework, powering aligners like Prosodylab-Aligner [10] and MAUS [11]. While these offer
robust performance, they have limited flexibility and a steep learning curve. Kaldi-based [12] methods,
exemplified by the MFA [5], overcome these limitations by offering a more user-friendly interface, active
development, and more advanced acoustic modelling techniques. Deep learning-based methods, such
as Wav2Vec 2.0 [13], employ self-supervised learning and Connectionist Temporal Classification (CTC)
[14] to achieve high accuracy, often matching traditional methods performance [15, 16]. However,
they typically require pre-existing alignments for training. Although NeMo Forced Aligner (NFA) [17]
has recently emerged as a promising alternative, it does not provide phone-level alignment, making it
unsuitable for Furhat’s needs. Ultimately, MFA was chosen for this study due to its high accuracy [18],
adaptability, noise resistance, ease of use, and comprehensive documentation.

MFA employs a traditional architecture that combines HMMs for sequence modelling with GMMs
for acoustic modelling. The training process involves extracting Mel-Frequency Cepstral Coefficients
(MFCC) from the audio and training phone models (monophones and triphones) using the Expectation-
Maximization (EM) algorithm. To improve accuracy, speaker adaptation techniques, such as Linear
Discriminant Analysis with a Maximum Likelihood Linear Transform (LDA+MLLT) and Speaker
Adaptive Training (SAT) with Feature-space Maximum Likelihood Linear Regression (fMLLR), are
applied. For alignment, the audio, the corresponding orthographic transcription, and a pronunciation
dictionary are required. MFA supports the custom training of acoustic models and pronunciation
dictionaries, facilitating the inclusion of new languages like Galician.

3. System overview

Figure 1 illustrates the system architecture for integrating forced alignment with the Furhat robot. The
process begins with text input via a graphical interface or robot skill, which is then sent to the robot for
speech synthesis. The robot then calls a proxy service that connects Furhat to external systems. This
service makes two parallel requests: one to the TTS system for speech synthesis (returning a .wav file)
and the other to the alignment service for the .pho file needed for lip synchronization.

Interface/
Robot Skill

T text—b TTS-Nos
‘Tt ‘—Awav
—text—/

Furhat

Proxy
%-.wav, .pho— Nés-Furhat

t L(ext, wav—s/
-pho— MFA

Figure 1: System architecture

In the default configuration, the proxy service responds only to the audio request. Therefore, the
robot generates the .pho file internally. When using our proposed alignment method, the proxy service
requests the .pho file from the alignment service, sending both the input text and the synthesized
audio. The resulting .pho file is then sent to the robot, enabling enhanced lip synchronization. Our
system requires a custom-built MFA module, including all necessary resources for forced alignment.
Furthermore, a dedicated program, or “skill”, must be running on the Furhat robot to manage these
tasks.



4. Methodology

4.1. Pronunciation dictionary construction

The pronunciation dictionary was created using the established format for MFA dictionaries. Words
and conjugated verb forms were drawn for the Real Academia Galega dictionary [19] and the Instituto
da Lingua Galega pronunciation dictionary [20].

In addition, when validating a speech corpus with MFA, a list of out-of-vocabulary words (OOV)
is obtained. These words belong to the corpus but are not included in the dictionary. In order to
avoid them, the OOVs of all speech corpora that will be used later for the training of acoustic models
[21, 22, 23, 24, 25] were included in the pronunciation dictionary. These words were normalized and
phonetically transcribed using the text processing module of Cotovia [26], which serves as a grapheme-
to-phoneme (G2P) system for the Galician language. Cotovia outputs use a special phone set designed
for the tool. For simplicity, it was taken as the dictionary phone set. It must be noted that pronunciation
probabilities were not considered, as the goal was the creation of a functional basic dictionary.

4.2. Acoustic model training

A custom acoustic model was trained to enable MFA to perform forced alignment in Galician. This
process involved utilizing over 1,700 hours of speech data from various corpora. Due to the MFA’s
database size constraints, it was infeasible to train a model using the complete dataset. Therefore,
several combinations using different corpora were used for training. The best results were obtained
with the combination of Nos_Celtia-GL [22, 27], Common_Voice_GL_17.0 [21], Telexornais_LS (internal
use) and OpenSLR77 [24], with a total of 216 hours of audio and more than 4,000 different speakers as
shown in Table 1. The best results were determined based on the validation set described in Section 4.4
and the metrics detailed in Section 5.1.

Table 1
Hours, no. sentences, and no. speakers in speech corpora.
Corpus Duration (h) Sentences Speakers
Nés_Celtia-GL 25 20,000 1
Nés_ParlaSpeech 1,197 667,308 216
Common_Voice_GL 66 44,427 2,264
Telexornais_LS 115 82,715 1,864
RG_Podcast 370 38,720 32
OpenSLR77 10 5,608 44
Total 1,783 858,778 4,421

4.3. Furhat’s phonetic file construction

Because Furhat requires specific phonetic files for lip synchronization, the TextGrid format output
by MFA, containing word- and phone-level alignments, must be converted to Furhat’s .pho format.
Furthermore, as previously mentioned, Furhat’s phone articulation relies on the UPS. Although Furhat
allows recording new gestures, it does not support modifications to its articulation phone set. Conse-
quently, to generate a functional .pho file, a mapping is required between the Cotovia phone set (used
for alignments) and the Furhat phone set. This mapping is performed via the International Phonetic
Alphabet (IPA) [28], as detailed in Table 2. Due to incomplete equivalence between the phone sets,
some phone approximations (highlighted in bold red) were made with the assistance of a phonetics
expert. As for the prominent field, given the lack of information, we used the tonic syllable of each
word as the criterion.



Table 2
Equivalence between Cotovia, IPA and UPS phone sets. Approximations for non-equivalent phones are
highlighted in bold red.

Cotovia a E e i j ) u w p b B t d D k
IPA a € e i j ) o) u w p b B t d 0 k
UPS AA EH EH | J AO O u wW P B B T D DH K
Cotovia g G f T s S C m n N ] (4 R x
IPA g ¥ f 0 s tf m n pn g I N = r X
UPS G G F ™ S SH CH M N N NG L JH R R H

4.4. Evaluation

In order to check whether the trained MFA model was suitable for the alignment of synthetic speech,
a set of five sentences (included in Appendix A) was designed, considering particularly challenging
articulations. These sentences, synthesized using the Celtia voice of the N6s-TTS system and manually
aligned using Praat [29], will serve as a gold standard.

Using this gold standard as a reference, we performed an objective evaluation considering alignment
errors between the timestamps predicted by the trained model and the manually annotated timestamps
(at both word and phone levels). We calculated these errors’ mean, standard deviation, and median to
assess model performance and compare our results with those reported in the literature. The selected
model is the one with the lowest statistic values, trained on the corpora specified in Section 4.2.

After validation, the alignment model was integrated into the proposed system. A subjective eval-
uation, by means of a perceptual preference test, was then conducted to compare the perception of
the default lip-syncing and that obtained with our system. The test consisted of 10 pairs of stimuli,
each corresponding to a different sentence. Within each pair, one stimulus featured Furhat’s default
lip-syncing, while the other showcased the synchronization generated by the proposed method. The
stimuli in each pair were presented in random order to the participants. The selection of the 10 sentences,
which comprised the 5 sentences from the objective evaluation, was guided by a phonetics expert. The
sentences were designed to cover a range of expressiveness, including declarative, interrogative, and
exclamatory forms. For each pair, participants were asked to indicate their preference by answering the
question ‘Which of the stimuli is more natural and synchronized with the audio?” The answer options
were: “Stimulus A”, “Stimulus B” and “I can’t decide”. Participants were allowed to ask for the stimulus
of their choice to be replayed as many times as they wished. It is worth mentioning that participants
experienced the stimuli # directly through the robotic head. The total task duration was approximately
20 minutes, and the test was conducted in a room free from noise interference.

5. Results

5.1. Automatic misalignment assessment

The evaluation of the Galician MFA-trained acoustic model was conducted by comparing its auto-
matically generated alignments against the gold standard. Key metrics, including mean, median, and
standard deviation, were calculated for both word- and phone-level alignment errors and are shown in
Table 3.

At the word level, it can be observed that the results are consistent with those obtained in [15] in
terms of mean, median and standard deviation. In that work, the authors used pre-trained acoustic
models from the official MFA website. Therefore, the fact that our trained Galician model replicates
their results suggests it performs comparably to other models provided by MFA in their acoustic model
bank.

*Videorecordings are included in the following link to illustrate how the stimuli looked like. https://nextcloud.citius.usc.es/s/
TNpGESXxnq3bmzB
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Table 3
Mean, median and standard deviation of alignment errors

Level Mean Median St. Dev.

Word  0.0673 0.0189 0.2113
Phone 0.0255 0.0092 0.1109

Concerning the errors at the phone level, our results are comparable to those reported by the authors
of MFA [5] in terms of mean and median. This represents a significant achievement, considering the
greater availability of high-quality, large-scale corpora for American English. The close results, despite
limited access to corpora, suggest strong model performance.

It is worth remarking on the difference between the mean and median values, especially at the word
level, as depicted in the boxplots in Figure 2a. As can be observed, while most data points cluster around
the median for both word- and phone-level errors, a couple of outliers, deviating by more than one
second, substantially increase the mean. These values, located around the same point, indicate that
this large difference in phone alignment accumulates at the word level. Further investigation of the
corresponding audio files revealed that these outliers stem from silence misalignments.

5.2. Perceptual preference test

Five adult Galician native speakers, all women aged 20-40 with normal or corrected-to-normal vision,
participated in the test. Four of them worked in language technologies, with backgrounds in fields such
as linguistics, speech technologies, and computational linguistics. Three of these had prior experience
with either Galician speech synthesis, the Furhat robot, or both. The fifth participant was completely
unfamiliar with the technologies under consideration. Figure 2b shows the obtained preference scores
for the default Furhat synchronization, the trained model and the situation of no preference for either,
along with the corresponding 95% confidence intervals. Trained model synchronization was chosen in
88% of the cases, while in only 2% of them, the default Furhat synchronization was chosen. Moreover,
confidence intervals do not overlap, revealing significant differences, even for such a low number of
participants.

For 8 out of the 10 sentences, the preference was unanimous for the trained model. Moreover, in
only one of the sentences, most participants did not choose the trained model. This sentence is also one
of those considered in the previous objective evaluation, and it is the one that generated the outliers
in the boxplots. When the participants were asked about this sentence, they stated that they were
puzzled to see the robot moving its lips in a moment of silence. Thus, improved management of silences
during model training could further increase the preference for the trained model. As reported by
other authors in the literature [30], the lack of explicitly encoded silences in transcriptions poses a
challenge for forced alignment, often leading to misalignment during long silent intervals. This issue
could be mitigated by using the pause information provided by Cotovia to encode long silences in the
transcription.

In addition, the phonetics expert was asked to provide her overall assessment of the synchronization.
She stated that she perceived a significant improvement in the phone articulation when using the
proposed method and even noted an increase in the robot’s facial expressiveness. While further
investigation is necessary, this enhancement in expressiveness may be related to the influence of the
prominent field.

6. Conclusion

In this work we have explored an alternative form of lip-syncing for the social robot Furhat in its
Galician speech by using N6s-TTS and forced alignment tools. Specifically, MFA was used to train an
acoustic model for Galician completely from scratch, as well as build the pronunciation dictionary.
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Figure 2: Evaluation results

Automatic misalignment assessment demonstrates that our trained model is able to match, at the
word level, the results obtained by pre-trained models. At the phone level, its performance is close to
that reported for American English by the MFA developers.

The perceptual preference test shows the positive results achieved by the system with the integrated
trained model. It is clear that the participants perceived better lip synchronization for the integrated
system and that by adjusting the fields of the pronunciation file, it has been possible to gain expressive-
ness in facial expressions. These results are promising and indicate the feasibility of conducting further
formal system validation with more participants. Additionally, it would be interesting to conduct a more
detailed evaluation of the robot expressiveness associated to lip-syncing in particular social applications,
where incorporating validated questionnaires or biometrics measures (e.g., eye-tracking, galvanic skin
response) could offer more objective and in-depth insights on the interactions.

In light of the encouraging initial results reported in this paper, we intend to expand the scope of
this study. Future work could evaluate the performance obtained by a probability-based pronunciation
dictionary and explore alternative forced alignment systems, considering more recent deep learning-
based models. Furthermore, we plan to enhance the implementation and deployment of the developed
method to ensure lower latency, making it suitable for non-scripted scenarios outside the lab. Finally,
given the importance of expressiveness, future studies could investigate alternative methods for defining
the prominent field in order to achieve more natural and realistic gesticulation.
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