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StateGeopolitical

abbrev abbrev

GS

population
population

name
name

Province

TERRA

pop

name

Geography

               c=GS,...,
link=dn:(c=Province,

               dc=top),

area area

link=dn:(r=name,c=Province,c=GS,ou=srcSchema,...,dc=top)

link=dn:(c=Province,

               dc=top),
               c=TERRA,...,

Admin_Div
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Server mirkwood

�

name: has_capital

objectClass: alias
�
objectClass: referral
�
aliasedObjectName: r=capital,c=terra,
�
      ou=srcSchema,o=LGAccess,dc=top

ref: ldap://shanghai/r=capital_city,c=gs,

      ou=srcSchema,o=LGAccess,dc=top


r=capital


Server shanghai

� r=capital_city


c=country
�
gs.srcSchema.LGAccess..top
�

c=country
�
terra.srcSchema.LGAccess..top

�cn=has_capital
�

cn=Country
�
Body.Ontology.LGAccess..top
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ABSTRACT
An ontology-based knowledge sharing system OntoShare is
described. RDF(S) and RDF are used to specify and populate an
ontology, based on information shared between users in virtual
communities. We begin by discussing the advantages that use of
Semantic Web technology afford in the area of knowledge
management tools. The way in which OntoShare supports
WWW-based communities of practice is described. Usage of
OntoShare semi-automatically builds an RDF-annotated
information resource for the community (an potentially for
others also). Observing that in practice the meanings of and
relationships between concepts evolve over time, OntoShare
supports a degree of ontology evolution based on usage of the
system – that is, based on the kinds of information users are
sharing and the concepts (ontological classes) to which they
assign this information. We conclude by describing some
avenues of ongoing and future research and a planned evaluation
exercise.

1. INTRODUCTION
There are now more than two billion documents in the

WWW, which are used by more than 300 million users globally,
and millions more pages on corporate intranets. The continued
rapid growth in information volume makes it increasingly
difficult to find, organise, access and maintain the information
required by users. Tim Berners-Lee and others [1] have proposed
a semantic web that provides enhanced information access based
on the exploitation of machine-processable metadata. We are
particularly interested in the new possibilities afforded by
semantic web technology in the area of knowledge management
and we discuss this below before moving on in the rest of the
paper to describe OntoShare, a system for supporting Semantic
Web-based communities of practice.

Central to the vision of the Semantic Web are ontologies.
Ontologies are seen as facilitating knowledge sharing and re-use
between agents, be they human or artificial [2]. They offer this
capability by providing a consensual and formal
conceptualisation of a given domain. As such, the use of
ontologies and supporting tools offer an opportunity to
significantly improve knowledge management capabilities in
large organisations and it is their use in this particular area that

is the subject of this paper. In OntoShare, an ontology specifies a
hierarchy of concepts (ontological classes) to which users can
assign information. In this process, important metadata is
extracted and associated with the community information
resource using RDF annotations.

1.1 The Semantic Web and Knowledge
Management

Due to a number of factors, including globalisation and the
impact of the Internet, many organisations are increasingly
geographically dispersed and organised around virtual teams. As
noted in, for example, [3], such organisations need knowledge
management and organisational memory tools that encourage
users to understand each other's changing contextual knowledge
and foster collaboration while capturing, representing and
interpreting the knowledge resources of their organisations.

Important information is often scattered across Web and/or
intranet resources. Traditional search engines return ranked
retrieval lists that offer little or no information on the semantic
relationships among documents. Knowledge workers spend a
substantial amount of their time browsing and reading to find out
how documents are related to one another and where each falls
into the overall structure of the problem domain. Yet only when
knowledge workers begin to locate the similarities and
differences among pieces of information do they move into an
essential part of their work: building relationships to create new
knowledge.

So information retrieval traditionally focuses on the
relationship between a given query (or user profile) and the
information store. On the other hand, exploitation of
interrelationships between selected pieces of information (which
can be facilitated by the use of ontologies) can put otherwise
isolated information into a meaningful context. The implicit
structures so revealed help users use and manage information
more efficiently [4].

Knowledge management tools are needed that integrate the
resources dispersed across web resources into a coherent corpus
of interrelated information. Previous research in information
integration (see for example [5]) has largely focused on
integrating heterogeneous databases and knowledge bases, which
represent information in a highly structured way, often by means
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of formal languages. In contrast, the Web consists to a large
extent of unstructured or semi-structured natural language texts.

Ontologies offer an alternative way to cope with
heterogeneous representations of Web resources. The domain
model implicit in an ontology can be taken as a unifying structure
for giving information a common representation and semantics.

1.2 Communities of Practice & the Semantic
Web

The notion of communities of practice [6] has attracted
much attention in the field of knowledge management.
Communities of practice are groups within (or sometimes across)
organisations who share a common set of information needs or
problems. They are typically not a formal organisational unit but
an informal network, each sharing in part a common agenda and
shared interests or issues. In one example it was found that a lot
of knowledge sharing among copier engineers took place through
informal exchanges, often around a water cooler. As well as
local, geographically based communities, trends towards flexible
working and globalisation has led to interest in supporting
dispersed communities using Internet technology [7]. The
challenge for organisations is to support such communities and
make them effective. Provided with an ontology meeting the
needs of a particular community of practice, knowledge
management tools can arrange knowledge assets into the
predefined conceptual classes of the ontology, allowing more
natural and intuitive access to knowledge.

Knowledge management tools must give users the ability to
organize information into a controllable asset. Building an
intranet-based store of information is not sufficient for
knowledge management; the relationships within the stored
information are vital. These relationships cover such diverse
issues as relative importance, context, sequence, significance,
causality and association. The potential for knowledge
management tools is vast; not only can they make better use of
the raw information already available, but they can sift, abstract
and help to share new information, and present it to users in new
and compelling ways

In this paper, we describe the OntoShare system which
facilitates and encourages the sharing of information between
communities of practice within (or perhaps across) organizations
and which encourages people – who may not previously have
known of each other’s existence in a large organization – to make
contact where there are mutual concerns or interests. As users
contribute information to the community, a knowledge resource
annotated with metadata is created. Ontologies are defined using
RDF Schema (RDFS) and populated using the Resource
Description Framework (RDF). (RDF [20] is a W3C
recommendation for the formulation of metadata for WWW
resources. RDF(S) [21] extends this standard with the means to
specify domain vocabulary and object structures – that is,
concepts and the relationships that hold between them).

In the next section, we describe in detail the way in which
OntoShare can be used to share and retrieve knowledge and how
that knowledge is represented in an RDF-based ontology. We
then proceed to discuss in Section 3 how the ontologies in

OntoShare evolve over time based on user interaction with the
system and motivate our approach to user-based creation of RDF-
annotated information resources.

2. SHARING AND RETRIEVING
KNOWLEDGE IN ONTOSHARE

OntoShare is an ontology-based WWW knowledge sharing
environment for a community of practice that models the
interests of each user in the form of a user profile. In OntoShare,
user profiles are a set of topics or ontological concepts (classes
declared in RDFS) in which the user has expressed an interest.
OntoShare has the capability to summarize and extract key words
from WWW pages and other sources of information shared by a
user and it then shares this information with other users in the
community of practice whose profiles predict interest in the
information.

OntoShare is used to store, retrieve, summarize and inform
other users about information considered in some sense valuable
by an OntoShare user. This information may be from a number of
sources: it can be a note typed by the user him/herself; it can be
an intra/Internet page; or it can be copied from another
application on the user’s computer.

As we will see below, OntoShare also modifies a user’s
profile based on their usage of the system, seeking to refine the
profile to better model the user’s interests.

2.1 Sharing Knowledge in OntoShare
When a user finds information of sufficient interest to be

shared with their community of practice, a ‘share’ request is sent
to OntoShare via the Java client that forms the interface to the
system. OntoShare then invites the user to supply an annotation
to be stored with the information. Typically, this might be the
reason the information was shared or a comment on the
information and can be very useful for other users in deciding
which information retrieved from the OntoShare store to access.
At this point, the system will also match the content being shared
against the concepts (ontological classes) in the community’s
ontology. Each ontological class is characterized by a set of
terms (keywords and phrases) and the shared information is
matched against each concept using the vector cosine ranking
algorithm [11]. The system then suggests to the sharer a set of
concepts to which the information could be assigned. The user is
then able to accept the system recommendation or to modify it by
suggesting alternative or additional concepts to which the
document should be assigned.

When information is shared in this way, OntoShare
performs four tasks:

i. an abridgement of the information is created, to be
held on the user’s local OntoShare server. This
summary is created using the ViewSum text
summarization tool. The summarizer extracts key
theme sentences from the document. It is based on
the frequency of words and phrases within a
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document, using a technique based on lexical
cohesion analysis [22]. Access to this locally held
summary enables a user to quickly assess the
content of a page from a local store before
deciding whether to retrieve the (larger amount of)
remote information.

ii. the content of the page is analyzed and matched
against every user’s profile in the community of
practice. As when recommending concepts to the
user, the vector cosine ranking model is used:
here, however, the shared information is matched
against the set of terms (words and phrases)
created from the union of all terms associated with
the concepts to which has user has subscribed (i.e.
the concepts which make up the user profile). If
the profile and document match strongly enough,
OntoShare emails the user, informing him or her
of the page that has been shared, by whom and
any annotation added by the sharer.

iii. the information is also matched against the
sharer’s own profile in the same way. If the profile
does not match the information being shared, the
system will suggest one or more concepts which
strongly match the shared information that the
user can then add to their profile. Thus OntoShare
has the capability to adaptively learn users’
interests by observing user behaviour.

iv. for each document shared, an instance of the class
Document is created, with properties holding
meatadata including keywords, an abridgement of
the document, document title, user annotation,

universal resource locator (URL), the sharer’s
name and date of storage. (The ontological
structure of the OntoShare store is described in
detail in the next section)

In this way, a shared and enhanced information resource is
built up in the OntoShare store based on user contributions.
Given that users must make a conscious decision to store
information, the quality of the information in the OntoShare store
is high - it is effectively pre-filtered by OntoShare users. Thus
each user leverages the assessment of the information made by
all the other users.

2.2 Ontological Representation
We said above that each piece of shared information leads

to the creation of a new entry in the OntoShare store and that this
store is effectively an ontology represented in RDF(S) and RDF.
We now set this out in more detail. RDFS is used to specify the
classes in the ontology and their properties. RDF is then used to
populate this ontology with instances as information is shared.
Figure 1 shows a slightly simplified version of the ontology for a
community sharing information about the Semantic Web, along
with an example of a single shared document (“Document_1”).
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Figure 1. Ontological Structure in OntoShare

It is nor our intention to describe each class and property
and their function here but we will mention a few key aspects.
Firstly, notice Concept and its subclasses: this is the set of
concepts which the community of practice at hand is interested
in. Note that in the current version of OntoShare, the concept
structure is limited to a strict hierarchy. Another key class is
Document, which is the class used to represent shared
information: each document shared generates an instance of
Document with the set of properties shown. Document_1, for
example, was stored by John Smith into the concept RDF with
the annotation “RDF tutorial for beginners…” with the summary
and URI as shown in Figure 1. It also has a set of keywords
associated with it. (For simplicity, note that here we show only
one keyword Kw_1, which is an instance of the class Keyword, as
is Kw_2 and furthermore that the instance (typeOf) relation is not
shown for these keywords, nor is the fact that Keyword is a
subclass of rdfs#Resource). The third central class is Profile,
instances of which represent user information, including the
concepts in which they are interested, their names and email
addresses. Profile_1, for example, is the profile of a user with
name “John Smith”. Finally, note that keyword Kw_2 is one of
(possibly many) terms (words and phrases) which characterize
the concept Language.

Below we include excerpts from the RDFS and RDF (in
XML notation) used to represent the ontology depicted above.

We see the declarations of the classes Document, Profile and
Keyword in RDF(S), followed by the descriptions of Document_1
and the user profile of John Smith in RDF.

<?xml version="1.0" encoding="UTF-8" ?>
<rdf:RDF
xmlns:rdf=
"http://www.w3.org/1999/02/22-rdf-syntax-ns#"

xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
xmlns:ontoshare="http://www.bt.com/ontoshare#">

<!--*************RDFS SCHEMA ************* -->
<rdfs:Class rdf:ID="Document" />
<rdfs:Class rdf:ID="Profile" />
<rdfs:Class rdf:ID="Keyword" />

<!-- Document properties -->
<rdf:Property rdf:ID="submitted_by">
<rdfs:domain rdf:resource="#Document" />
<rdfs:range rdf:resource="#Profile" />
</rdf:Property>

……………
……………

<!-- ************ RDF DATA ************ -->

<!-- DOCUMENTS -->
<Document rdf:ID="Document_1">
<title>RDF Tutorial</title>
<uri>http://www710.univ-lyon1.fr/champin/rdf-
tutorial</uri>
<submitted_by>#Profile_1</submitted_by>
<summary>doc summary goes here</summary>

Steffen Staab
15



<isAbout rdf:resource="#RDF" ontoshare:ID="7" />
<annotation>RDF tutorial for
beginners...</annotation>
</Document>

<!-- PROFILES -->
<Profile rdf:ID="Profile_1">
<user_name>John Smith</user_name>
<email>john.smith@bt.com</email>
<interestedIn rdf:resource="#Sesame"
ontoshare:ID="5" />
<interestedIn rdf:resource="#Tools"
ontoshare:ID="2" />

</Profile>
……………
……………

2.3 Retrieving explicit knowledge in
OntoShare

In this section, we discuss the ways in which OntoShare
facilitates access to and the automatic sharing of the information
shared by users.

• Email notification
As described above, when information is shared in

OntoShare, the system checks the profiles of other users in
the community of which the user is a member. If the
information matches a user’s profile sufficiently strongly,
an email message is automatically generated and sent to
the user concerned, informing the user of the discovery of
the information. Thus in cases where a user’s profile
indicates that they would have a strong interest in
information shared, they are immediately and proactively
informed about the appearance of the information.

• Searching the community store – accessing
information and people

Via button on their OntoShare home page, a user can supply
a query in the form of a set of key words and phrases in the way
familiar from WWW search engines. OntoShare then retrieves
the most closely matching pages held in the OntoShare store,
using a vector space matching and scoring algorithm [11].

The system then displays a ranked list of links to the pages
retrieved and their abridgements, along with the scores of each
retrieved page and any annotation made by the original sharer is
also shown. Importantly, the user can elect to simultaneously
search for other users by selecting the appropriate check box. We

will have more to say about this capability to identify other users
as well as information in section 4 when we look at accessing
tacit knowledge via other users using OntoShare.

• Personalised Information
A user can also ask OntoShare to display "Documents for

me" as shown in the top right pane of Figure 2 below. The
system then interrogates the OntoShare store and retrieves the
most recently stored information. It determines which of these
pages best match the user’s profile. The user is then presented
with a list of links to the most recently shared information, along
with a summary, annotations where provided, date of storage, the
sharer and an indication of how well the information matches the
user’s profile (the thermometer-style icon in Figure 2 below).

In addition, 2 buttons are provided (on the button bar at the
bottom of the screen in Figure 2) so that the user can indicate
interest or disinterest in a particular piece of information – this
feedback will be used to modify the user’s profile. At this point,
the system will match the content of the current document
against each concept (ontological class) in the community’s
ontology. As described above, each ontological class is
characterized by a set of terms (keywords and phrases) and the
shared information is matched against he term set of each
concept using the vector cosine ranking algorithm [8]. The
system then identifies the set of zero or more concepts that match
the information above a given ranking threshold and suggests to
the sharer that this set of concepts be added to or removed from
their profile in the cases of user interest or disinterest
respectively. The user is then free to accept the system
recommendation or to modify it by selecting from the set of
suggested concepts.

Two further operations are possible on documents presented
to the user. These operations are selected from the “Documents”
menu. Firstly, a user can add their own annotation to information
stored by another user. Secondly, a user can request that
OntoShare identifies other users with an interest in the
information under consideration.

This “Documents for me” information is in fact displayed on
the user’s OntoShare home page, so that whenever they access
the system, they are shown the latest information. Figure 2 is a
typical OntoShare home page.
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Figure 2. Typical OntoShare Home Page

3. CREATING EVOLVING ONTOLOGIES
In section 2, we described how, when a user shares some

information, the system will match the content being shared
against each concept (class) in the community’s ontology. Recall
that each ontological class is characterized by a set of terms
(keywords and phrases) and that following the matching process,
the system suggests to the sharer a set of concepts to which the
information could be assigned. The user is then able to accept the

system recommendation or to modify it by suggesting alternative
concept(s) to which the document should be assigned. It is at this
point that an opportunity for ontology evolution arises.

Should the user indeed override the system’s recommended
classification of the information being shared, the system will
attempt to modify the ontology to better reflect the user’s
conceptualisation, as follows. The system will extract the
keywords and keyphrases from the information using the
ViewSum system mentioned above. The set of such words and
phrases are then presented to the user as candidate terms to
represent the class to which the user has assigned the
information. The user is free to select zero or more terms from
this list and/or type in words and phrases of his own. The set of
terms so identified is then added to the set of terms associated
with the given concept, thus modifying its characterization.

We call this approach usage-based ontology evolution and in
this way the characterization of a given concept evolves over
time, this evolution being based on input from the community of
users. We believe that this ability to change as users’ own
conceptualization of the given domain changes is a powerful
feature which allows the system to better model the consensual
ontology of the community. Clearly, this level of evolution is
limited to changing the semantic characterization of ontological
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classes and does not support, for example, the automatic
suggestion of new classes to be added to the ontology. More
advanced ontology evolution is the subject of ongoing research
and is described briefly in Section 5. It is also worh noting that
we have not concerned ourselves with ontology versioning
(tracking and managing changes to an ontology) here. This is an
important issue with regard to ontology evolution and the reader
is referred to, for example, [26], [27] for details of work in this
area.

As well as usage-based evolution, we have seen above how
users also indirectly annotate the information as a side-effect of
sharing it with the community and we discuss and motivate this
approach below.

Pragmatically speaking, it is the case at the time of writing
that only a very small proportion of WWW- and intranet-based
information resources are annotated with RDF (meta)data. It is
therefore beneficial to provide a system wherein such annotation
effectively occurs as a side-effect of normal usage.

Another important observation is that it is in the general
case impossible to cover the content of a document exhaustively
by an RDF description. In practice, RDF descriptions can never
replace the original document’s content: any given RDF
description of a set of resources will inevitably give one
particular perspective on the information described. Essentially,
a metadata description can never be complete since all possible
uses for or perspectives on data can never enumerated in
advance.

Our approach accommodates this observation however in
the sense that each community will create its own set of metadata
according to its own interest in and perception of information
that is added to its store. It is very possible that the same
information could be shared in two separate communities and
emerge with different metadata annotations in each.

4. EXPERTISE LOCATION AND TACIT
KNOWLEDGE

In section 2, we focused on the technical aspects of
OntoShare and on the sharing and storing of explicit knowledge.
Explicit knowledge we take to be that knowledge which has been
codified in some way. This codification can take place in many
different media (paper, WWW page, audio, video, and so on). In
the context of OntoShare, by explicit knowledge, we mean the
information shared in OntoShare, along with the meta-
information associated with it such as the sharer, the annotations
attached to it, and so forth. We now turn to the social aspects of
the system and tacit knowledge.

A large amount of the knowledge within an organization
may of course not be codified: it may be personal, context-
specific and difficult to write down, and may be better
transmitted through a master-apprentice “learning by watching
and copying” arrangement. Such knowledge is referred to as tacit
knowledge [9]. When tacit knowledge is difficult to make
explicit (codify), we need to find new ways of transmitting the
knowledge through an organization. Failure to do so can lead to
loss of expertise when people leave, failure to benefit from the
experience of others, needless duplication of a learning process,
and so on.

One way in which a system such as OntoShare can
encourage the sharing of tacit knowledge is by using its
knowledge of the users within a community of practice to put
people who would benefit from sharing their (tacit) knowledge in
touch with one another automatically.

One important way we gain new insights into problems is
through ‘weak ties’, or informal contacts with other people [10,
11]. Everyone is connected to other people in social networks,
made up of stronger or weaker ties. Stronger ties occur between
close friends or parts of an organization where contact is
maintained constantly. Weak ties are those contacts typified by a
‘friend of a friend’ contact, where a relationship is far more
casual. Studies have shown that valuable knowledge is gathered
through these weak ties, even over an anonymous medium such
as electronic mail and that weak ties are crucial to the flow of
knowledge through large organizations. People and projects
connected to others through weak ties are more likely to succeed
than those not [12, 13].

User profiles can be used by the OntoShare system to enable
people to find other users with similar interests. The user can
request OntoShare to show them a list of people with similar
interests to themselves. OntoShare then compares their profile
with that of every user in the store and a list of names of users
whose interests closely match their own. Each name is
represented as a hypertext link which when clicked initiates an
email message to the named user. Recall that profiles in
OntoShare are a set of phrases and thus the vector space model
can be used to measure the similarity between two users. A
threshold can then be used to determine which users are of
sufficient similarity to be deemed to ‘match’.
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Figure 3. Identifying expertise on OntoShare.

This notion is extended to allow a user to view a set of users
who are interested in a given document. OntoShare determines
which members of the community ‘match’ the relevant document
above a predetermined threshold figure and presents back to the
user a list of user names. As before, these names are presented as
hypertext links, allowing the user to initiate an email message to
any or all of the users who match the document. Figure 3 shows
typical output from this process.

In addition, as already mentioned in section 2.3, a user can
carry out a keyword search on other users and thus identify users
with an interest in a particular subject.

In this way, OntoShare, while not claiming to actually
capture tacit knowledge, provides an environment which actively
encourages the sharing of tacit knowledge, perhaps by people
who previously would not otherwise have been aware of each
other’s existence.

5. EVALUATION
OntoShare is a recently developed system and no formal

evaluations have yet taken place. We briefly describe here an
evaluation due to start in April 2002. The user group for the
study will consist of approximately 30 researchers, developers
and technical marketing professionals from the research and
development arm of a large telecommunications firm. The
interests of the users fall into 3 main groupings: conferencing,

knowledge and information management and personalization
technologies. It is felt that three separate yet overlapping topic
areas will constitute an interesting mix of interests for the
purposes of the trial.

The case study will commence with a workshop involving
the practitioners in order to develop an ontology that
encompasses the research fields with particular emphasis upon
the overlap between them. OntoEdit [17] will be used to create
the ontology for the research areas. This will then be uploaded to
SESAME [18], allowing it to be viewed used as the ontology in
OntoShare (which contains a module for reading ontological
information from SESAME) and provide access to the ontology
for other ontology tools with a similar capability. The ontology
will automatically evolve and extend over the course of the study
as documents are added to OntoShare. The effectiveness of this
evolutionary process will be considered in the evaluation
exercise. Qualitative and quantitative measures of the trial are
being devised. The main evaluation criterion is to what degree
the application of tools and methodology can ensure that
knowledge discovered by individuals can be transferred to the
most appropriate members of the user group. An interesting
secondary outcome we wish to look at is the extent to which the
ontology built up by the community is useful to other users in
other contexts. In this regard, we plan to offer a searching and
browsing facility over the community’s information using the
QuizRDF system [23] for other users outside the community.
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6. FURTHER & RELATED WORK
Research and development of OntoShare is ongoing. A

particular area of focus currently is the ontological structure: a
strict hierarchy (taxonomy) of concepts about which the
communities wants to represent and reason may prove ultimately
limiting and various possibilities for allowing a more expressive
concept map are under consideration. One such is that OntoShare
will be developed beyond the subclass/superclass concept
hierarchy with IsRelatedTo properties, allowing “horizontal”
links between concepts. The exploitation of this additional
information is again matter for further research. One proposal is
that when seeking to match users to other users, the system can
use some notion of tree-matching, taking into account the
concepts in the users’ profiles as well as not only the IsA
(subClassOf) links but also the IsRelatedTo links. These richer
ontologies may be better represented in a more expressive
language such as OWL, the upcoming standard from the W3C
Web Ontology working group [25].

A further research area is the automatic identification and
incorporation of new concepts as they emerge in the community.
Work on this is however at a very early stage and is beyond the
scope of this paper.

Turning to related work, Staab et al. [28] describe a system
for building and maintaining community web portals. As with
OntoShare, a ontology-based is taken and an ontology is used to
structure and access information, using F-Logic as its underlying
language for ontology representation and querying. Relatively
sophisticated querying is supported, offering a degree of
inferencing in the query engine not offered in OntoShare. Semi-
structured information provision is supported by the use of
wrappers. User profiling and automatic alerting are not
supported, neither is the ability to change the semantic
characterization of a class as in OntoShare.

RiboWeb [29] is another example of an ontology-based
community portal RiboWeb holds information about ribosome
data and computational models for the processing thereof. Most
data are scientific papers manually linked to the appropriate
ontological categories. Knowledge engineers maintain the data
and metadata, rather than the data being provided by the
community itself as in OntoShare.

7. CONCLUDING REMARKS
We have described OntoShare, an ontology-based system for

sharing information among users in a virtual community of
practice. We motivated the use of Semantic Web technology for
KM tools and described how ontologies in OntoShare are defined
in RDFS. Communities are able to automatically share
information and create RDF-annotated information resources as a
side-effect of this activity. Furthermore, these information
resources are then of course available to other RDF-based tools
for processing: the community semi-automatically creates an
ontology-based annotated information resource for use by itself
and others.

Importantly, the ontology used by a given community in
OntoShare can change over time based on the concepts
represented and the information that users choose to associate
with particular concepts. This is a significant advantage over a
community attempting to reach consensus on a set of concepts
and how they relate to another at the outset that is then difficult
or impossible to change. Much remains to be done in this area
however, particularly with regard to the introduction of new
concepts. In addition, users have personal profiles according to
the concepts in which they have declared an interest and these
profiles also evolve automatically, seeking to match more closely
a user’s information needs and interests based on the usage they
make of the system.

We indicated some further directions of research and briefly
discussed an ongoing evaluation of the system. OntoShare
exemplifies the much-improved knowledge management tools
that the advent of the Semantic Web and its support for
ontologies makes possible.
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ABSTRACT
Ontologies define hierarchies of classes and attributes; they
are meta-data: data about data. XML Schema and RDF
Schema are both (lightweight) ontology definition languages
in that sense. In the “traditional” approach to ontology
engineering, experts add new data by carefully analyzing
others’ ontologies and fitting their new concepts into the
existing hierarchy. In the emerging “Semantic Web” ap-
proach to ontology engineering, ordinary users may not look
at anyone’s ontology before creating theirs – instead, they
may simply define a new local schema from scratch that ad-
dresses their immediate needs, without worrying how their
data may some day integrate with others’.

This paper describes an approach and implemented sys-
tem for translating between the countless mini-ontologies
that the Semantic Web approach yields. In this approach,
ordinary users graphically align data from multiple sources
in a simple spreadsheet-like view without having to know
anything about ontologies or even taxonomies. The result-
ing web of equivalency statements can then be mined to
help other users find related ontologies and data, and to
automatically align the data with theirs.
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1. INTRODUCTION
Imagine that you work for an emergency preparedness

agency and that you were just handed the job of construct-
ing and maintaining a list of public health experts employed
by U.S. universities.

Doing this manually on the (non-semantic) Web would be
a monumental effort, both in terms of the initial effort and
in the continuous effort to keep the list up to date. The
only options are to either do the job completely manually
in a text file or spreadsheet (quickly outdated), or to write
wrapper software specific for each university’s Web pages
that extracts the experts (the wrappers constantly break as
universities change their Web page designs).

Now let us presume that all universities list their personnel
in a Semantic Web [10] format, such as RDF Schema [1].
This improves on the current sitation (because you don’t
have to work instance by instance but rather concept by
concept) but your job is still rather monumental because
the sources will likely use a myriad of different ontologies.

We have a vision and partial implementation addressing
this problem by (a) making it easy for individual users to
graphically align the attributes of two separate externally-
defined concepts, and (b) making it easy to re-use the align-
ment work of others.

2. OVERVIEW
Figure 1 depicts a number of home pages, marked up with

DAML information about the authors, located somewhere
in the world. The DAML instances in these Web pages are
organized according to one or more ontologies, such as an
ISI ontology of people, a Stanford ontology of people, and a
Karlsruhe ontology of people. The challenge is to produce
a report incorporating all of that information with minimal
effort.

At a high level, the WebScripter concept is that users ex-
tract content from apparently ordinary Web pages and paste
that content into what looks like an ordinary spreadsheet
(lower left corner of Figure 1).

What users implicitly do in WebScripter - without ex-
pending extra effort - is to build up an articulation ontology
containing equivalency statements. For example, this artic-
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WebScripter

ISI

Stanford

Karlsruhe

fullname has-name

Mitarbeiter

=

= Person

... ...

= Member

Figure 1: Working With Multiple Data Sources In
Multiple Ontologies.

ulation ontology expresses that the attribute that ISI calls
“fullname” is the same as the one Stanford calls “has-name”;
and that the object Karlsruhe calls “Mitarbeiter” Stanford
calls “Person” and ISI calls “Member” are the same for the
purposes of this report (lower right corner of Figure 1).

We believe that in the long run, this articulation ontology
will be more valuable than the data the users happened to
obtain when they constructed the original report. Its equiv-
alency information reduces the amount of work future Web-
Scripter users have to perform when working in the same
domain.1 Thus, in some sense, you don’t just use the Se-
mantic Web when you use WebScripter, you help build it as
you go along.

3. VISIONARY EXAMPLE
This section presents a detailed step-by-step vision of what

WebScripter (and a future Semantic Web) could be; we will
later present a step-by-step example of what our current im-
plementation can already do (with existing RDF(S) data on
the Web produced by others). In this example, the applica-
tion is to quickly produce a self-updating list of faculty at
U.S. universities that are public health experts, listing their
specialization. The user starts WebScripter and types the
names of several universities into the first column. At the
point shown in Figure 2, truly nothing is known about these
hand-typed values.

After the user selects “classify” from a menu, WebScripter
uses a list of well-known indices to find an existing taxonomy
that matches all of the typed phrases (note that commer-
cial search engines do not have to be DAMLized to be use-

1Who benefits depends on your willingness to share that
information, of course - it could be the world, your organi-
zation, your workgroup, or just yourself.

Figure 2: Visionary Example: The user types as-
yet-unrecognized example values.

Figure 3: Visionary Example: The system deter-
mines data sources and a classification.

ful to our reasoning here). Yahoo:UniversitiesAndColleges
and Lycos:Universities both apply. The universities now
appear underlined because they are recognized by the sys-
tem - double-clicking on them brings up their web pages.
The system then fetches their DAML-enabled Web pages
in the background, and computes a minimal covering set
of declared DAML IS-A types that cover all the univer-
sities. In our example, all of the current universities de-
clare to be instances of the World-Wide Web Consortium’s
W3C:University concept (Figure 3).

The user now selects “find more” from the menu bar. The
system will fetch every entity that the two known indices
point to (several hundred). It simultaneously performs a
different type of analysis: Which are the RDF(S) subclass-
of types that are declared by more than 10% of the entities
(result: U.N.:University, UsPostalService:Recipient, W3C:
University, and IRS:NonProfitInstitution) [this is a recall
test]? Of these, which apply to less than 1% of nearby cate-
gories of the same index (remaining result: W3C:University
and U.N.:University) [this is a precision test]. The latter
one is now automatically treated as an alternatively valid
type, and WebScripter will include every entity declaring
to be one of these types, thereby finding institutions not
yet listed by the well-known indices. Note that there are
no duplicate universities in this column (such as “UCLA”
and “UC Los Angeles”). The challenge, of course, is to be
able to determine that they are “different”, as they sub-
scribe to different DAML ontologies. One possiblity is that
any Semantic Web description of an entity existing on the
Web contain its normalized HTTP URL in a standardized
attribute, which can serve as a simple unique id for com-
parisons across ontologies (first choice for disambiguation
in our example). Another possibility is that they contain
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Figure 4: Visionary Example: The system auto-
completes the user-provided values.

(possibly composite) keys that point into popular external
ontologies, for the same reason (“companies in this ontology
are uniquely identified by their UsTreas:IRS:TaxPayerId”),
(“universities are identical if they point to the same Us-
PostalService:UsStreetAddress”). This gets the user to the
state of Figure 4.

In this vision of a future Semantic Web, the user has to
know little to get a lot of leverage out of the existing seman-
tic information: (1) The user did not have to do anything
but type out some university names that came to mind – he
or she didn’t have to understand an ontological query lan-
guage or the notion of an ontology or even a taxonomy for
that matter - yet the result is perfectly ontologically typed.
(2) Very little DAML has to be in place for this to work: for
this particular example, two external DAML ontologies of
existing non-DAML university web sites should be sufficient
for the inferencing of this example. (3) Data from two dif-
ferent ontologies can be seamlessly integrated without the
need for pre-merging/translation between the ontologies.

In this example, the user now demonstrates that she wants
to extract the nationality of the universities, in the following
manner (Figure 5). She double-clicks on USC, which brings
up a Web browser to the (hypothetically) DAML-enabled
USC home page. The user then clicks on “Maps & Direc-
tions”, and copies and pastes “United States” from that
page, which is not just plain text but carries its embedded
DAML type.2

In response, the system now fills in all those cells that use
the same underlying W3C university definition, by inferring
the ontological path from university to country and applying
it to all other instances of this ontology. In our particular
case, the user is best served by now doing the same for the
UN-based university entry “Stanford” (not shown) because
there are only two ontologies involved.3 As a result, all miss-

2Note that one would not have to internally instrument a
Web browser to achieve this level of integration – one could
know which page the user is looking at through a proxy
Web server and receive the copied HTML+DAML out of
the window system’s paste buffer.
3If there is more than two WebScripter could attempt to
produce a generalized “fuzzy” script that will work for all
remaining university ontologies given two (or more) exam-
ples (“extract the attribute whose name contains Country
or Nation in the top-level concept or in a sub-concept called
Location or Address”).

Figure 5: Visionary Example: Combining HTML
navigation with embedded DAML semantics.

ing countries in the second column are now filled in. The
user selects a United States cell in the second column and
invokes “filter by” from the right-click menu, checks “United
States”, and clicks OK, which removes Oxford and all other
foreign-university rows. Performing a number of substan-
tially similar steps, the user can navigate to the universities’
chemistry, biology, and medical departments, from the de-
partment to the faculty, from the faculty to their research
interests, and filter by a particular research area, resulting
in the table shown in Figure 6. (As before, bold entries were
provided or demonstrated by the user; but we are no longer
underlining recognized cells below for readability).

In the end, what users want is a report containing the
information that serves their immediate needs. In our ap-
proach, users build a report in steps, by manipulating the
data it contains so far to refine it and to add more. This
is a qualitatively easier task than working with a query,
which is an inherently more abstract specification. In our
approach, a final report may contain dozens or hundreds
of single-step scripts that operate on DAML markup. The
equivalent query could be enormously complicated (perhaps
several pages long), but users never have to see it with this
approach.

Now that this hypothetical WebScripter report is defined,
its data can be refreshed at any time, and it itself can be-
come the source for further Web scripting as it carries all its
DAML within the generated HTML report.

4. IMPLEMENTED EXAMPLE
In our initial implementation we have focused on mak-

ing it easy for ordinary (non-programming, never heard of
ontologies) users to contruct reports from multi-ontology
DAML data. This section first describes a step-by-step
walkthrough of using WebScripter as implemented to com-
bine DAML personnel data from different organizations on
the Web. It then describes how the resulting implicit on-
tology alignment data benefits other users in constructing
similar reports.

4.1 Constructing a first report from scratch
Imagine that you work for the government DAML pro-

gram office, and that your job is to maintain a list of per-
sonnel funded by that program, and let’s assume that all of
the contractors provide their personnel data in some DAML
format. The first task is to find the URLs where the vari-
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Figure 6: Visionary Example: The end result in this fictious example.

ous DAML resides. BBN’s crawled ontology library comes
closest to a Yahoo-style portal for DAML content [2]. This
site contains a registry for DAML content root files, which
a crawler uses as starting points to find more DAML files.
Teknowledge built a DAML search engine for that ontol-
ogy library which is a good starting place for finding DAML
content [3].

In this example, the DAML sources can be found by query-
ing the Teknowledge search engine for the terms “Person”,
“Employee”, and “Staff” (which will return a large number
of hits of non-DAML contractors), or alternatively it can be
found by collecting the regular project Web pages and per-
sonal home pages of the DAML contractors (because they
embed DAML content inside the HTML pages).

For the sake of this example, we started WebScripter and
loaded DAML from just the Stanford Database and Knowl-
edge Systems groups by copying and pasting the URLs of
their DAML pages into WebScripter’s “Add DAML” dia-
log box. WebScripter then displays the class hierarchy of
that DAML, intermixing the concepts from the two sepa-
rate ontologies. The user can browse the content by select-
ing classes, which displays all of their (local and inherited)
attributes as columns, and their data instances as rows.

In this example, we started a new report by (1) choos-
ing “New Report” from a menu, (2) selecting Person in
the class hierarchy, and (3) selecting three columns of Per-
son to include in the report. The latter is done by se-
lecting a cell in the data display for Person and choos-
ing “Add as new column” from the right-click menu, once
each for the Has-Full-Name, Has-Phone-Number, and Has-
Email-Address columns. The resulting WebScripter display
is shown in Figure 7. (Note that the first of the four columns,
the DAML instance identifier column, was automatically in-
serted when the first column was added to the report. The
column is hidden from the generated report Web page by
default.)

In this example, we will now add and align data from a
different research group using a different ontology. This is
done by (1) selecting PhDStudent in the class hierarchy to
display its instance data, (2) selecting a cell in the “name”
column of that instance data and choosing “Add to column
1” from the right click menu, and (3) repeating the second
step for the “phone” and “email” columns. Figure 8 shows
the combined data from the two groups.

This in a nutshell is how WebScripter looks to the users.
This report can then be published in various formats, includ-
ing as a plain Web page that color-codes its content based
on where it came from; Figure 9 shows a snapshot of a large
DAML personnel report that loads data from more than 30

Figure 7: Implemented Example: Initial report of
Stanford KSL personnel.

Figure 8: Implemented Example: Adding and align-
ing Stanford Database personnel.

different sources [4]. The largest such report we have gener-
ated is 3.3MB, taking 8.7MB of DAML input, and running
for about 45 seconds.

The Web page embeds the WebScripter report definition,
thus it can be re-run at any time and will then possibly show
more people (presuming their DAMLized Web pages can be
found by following just one link from the two group Web
pages, and presuming their DAML instance data follows one
of the two ontologies).

There are a large number of WebScripter features that we
will not discuss here – such as un-loading DAML sources,
deleting columns, re-arranging columns, filtering rows, and
sorting by multiple criteria, and so on – because they are
what you would expect from any DAML report generator.
Instead, we’ll focus on the generated DAML equivalency
statements shown in Table 1.

These statements can be automatically published on a
Web site and registered as a new DAML content root in
BBN’s DAML content library. Consequently, you can then
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<?xml version="1.0" encoding="UTF-8"?>

<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

xmlns:rdf="http://www.w3.org/2000/01/rdf-schema#"

xmlns:daml="http://www.daml.org/2001/03/daml+oil#">

<rdfs:Class

rdf:about="http://ksl.stanford.edu/Projects/DAML/ksl-daml-desc.daml#PERSON">

<daml:sameClassAs rdf:resource=

"http://www.semanticweb.org/ontologies/swrc-onto-2000-09-10.daml#PhDStudent"/>

</rdfs:Class>

<rdfs:Property

rdf:about="http://ksl.stanford.edu/Projects/DAML/ksl-daml-desc.daml#Has-Full-Name>

<daml:samePropertyAs rdf:resource=

"http://www.semanticweb.org/ontologies/swrc-onto-2000-09-10.daml#name"/>

</rdfs:Property>

<rdfs:Property

rdf:about="http://ksl.stanford.edu/Projects/DAML/ksl-daml-desc.daml#Has-Phone-Number>

<daml:samePropertyAs rdf:resource=

"http://www.semanticweb.org/ontologies/swrc-onto-2000-09-10.daml#phone"/>

</rdfs:Property>

<rdfs:Property

rdf:about="http://ksl.stanford.edu/Projects/DAML/ksl-daml-desc.daml#Has-Email-Address>

<daml:samePropertyAs rdf:resource=

"http://www.semanticweb.org/ontologies/swrc-onto-2000-09-10.daml#email"/>

</rdfs:Property>

</rdf:RDF>

Table 1: Implemented Example: Resulting DAML
equivalency statements.

make use of the equivalency statements by selecting the “Ex-
tended with Equivalence” option in Teknowledge’s DAML
search engine (note that it can take up to 24 hours for the
statements to make it into BBN’s cache and then up to
another week from there into Teknowledge’s search engine
cache). Concretely, if you for example now query for all
instances of person (“?x type Person”) in the first ontol-
ogy in that fashion you will now also retrieve PhDStudent
instances from the second ontology.

4.2 Constructing a second report using the
alignment data

We have also implemented an intial use of the WebScripter-
generated equivalency statements in WebScripter itself: if
you start it with the insert-equivalents flag it will automati-
cally add and align any classes that it has sameClassAs and
sameInstanceAs data for. It reads these equivalency state-
ments from a fixed location on our Web site to which you
can contribute more via the “Easy Publish” menu in Web-
Scripter.

Let’s assume that a second user comes along later whose
job it is to maintain a list of researchers with Semantic Web
expertise, plus their email addresses and home pages. She
starts WebScripter in the same way as above, selects for ex-
ample PhDStudent and adds “name” as the first column in
her report. At that point, WebScripter will not only add
all instances of Person, but also automatically align their
names into the column. Similarly, when then selecting the
email address for either Person or PhDStudent and saying
“Add as new column” WebScripter will fill in the email ad-
dresses for the other ontology as well. This will not happen
after she adds Has-Home-Page as a new column (as there is
no existing equivalency data) so that she has to manually
select homepage and say “Add to column”. (However, if she
is willing to share her alignment data via the “Easy Pub-
lish” option future users do not have to align this column
by hand either.)

5. THOUGHTS ON INCENTIVIZING PRO-
DUCERS

As of the time of writing, one issue we encountered is that

Figure 9: Snapshot of (a fragment of) a large-size
WebScripter DAML people report.

there is not that much interesting, continuously updated
RDF(S), much less DAML, available on the Web today.4

What made the original Web take off was that there was
an immediate incentive for producers to use the technology
because it was an easy way to publish information. We cur-
rently see no strong motivation for producers to put work
into putting out RDF(S) in addition to their regular HTML
pages, but there is at least a compelling intra-organizational
benefit in using RDF(S) and WebScripter to generate regu-
lar HTML pages by pulling RDF from various pages within
the organization.

To be more concrete, once a DAML-enabled document is
published on the Web, WebScripter makes it easy to access
and republish portions of it as part of a larger report – an
effort savings for federated information providers who cur-
rently need to maintain the same information in multiple
places. For example, professors routinely publish a list of
their publications on their home page. Departments pub-
lish a list of all publications, and project pages publish a
list of project-related publications from the project mem-
bers. Today, someone has to manually construct these pages
(presuming these federated organizations are not so tightly
integrated that they maintain a shared database or other
common structured information source, of course). When
an author publishes a new paper or makes a correction on
an existing one, he or she has to either manually update the
other pages, or coordinate with the appropriate people to
have all the other lists updated. WebScripter can eliminate
the additional work, authors only need to mark up their
personal paper publication with DAML, and the reports
for the department and project-specific pages will automat-
ically pick up the new publication (e.g. every night). Web-
Scripter eliminates overhead not only for the organization,
but also for the individual producing the information, who
no longer needs to coordinate the redistribution effort. Web-
Scripter can also enhance the flexibility and value of Web
sites with large amounts of information by publishing skele-
ton WebScripter reports that visitors can refine to obtain
customized reports. Thus, we are cautiously optimistic that
WebScripter may help with the adoption of RDF(S)/DAML
on the producer side as well.

4The notable exception are headline exchange files such as
slashdot.org/slashdot.rdf.
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6. THOUGHTS ON END-USER CONTROL
OVER AUTO-ALIGNMENT

You can currently run WebScripter either in an “ignore all
equivalencies” mode or in an “auto-insert all known equiv-
alencies” mode, neither of which is ideal of course. In par-
ticular, the latter may quickly become impractical if a large
number of people share alignment data, even if they are
not ill-intentioned. This is either because they made a hon-
est mistake (they aligned homepages from one ontology with
email addresses from another and did not notice) or because
they had a different type of equivalency in mind when they
authored their report (graduate research assistants are the
same as machines in the sense that they cost the project
money to support, but that may then cause machines to
auto-appear in a report of someone else trying to author
a personnel list). We see the following potential solutions
(which are not mutually exclusive).

• Centralized Human Editors. One possiblity is for an
organization to appoint an “alignment czar”. The job
of such a czar would be to periodically validate the
equivalency data contributed by organization members
into a staging area. If approved, equivalency files are
then moved to that organization’s official equivalency
data area. Cautious organization members can then
exclusively make use of the approved equivalency data
while adventurous ones are free to use staging data or
external data. Obviously, any use of explicit human
effort is associated with costs; however, one attraction
of this model is that the “alignment czar” does not
nearly need the technical sophistication of an “ontol-
ogy librarian” and can possibly be a clerical worker
given a specialized graphical application.

• Social Filtering. Another approach would be to keep
track of the authors of equivalency statements as well
as the users of equivalency statements (neither of which
we currently do); this would enable users to say “I
want to use the same equivalency data that Jim and
Chris are using” (this is a nicely implicit way to limit
equivalencies to e.g. the accounting context if they are
co-workers in accounting, without having to more for-
mally define the context, which is a more abstract and
difficult task). This would also allow cautious users to
express “I am willing to use any DAML equivalency
file that at least 10 others are using” (which addresses
the erroneous-alignment problem but not the context
mismatch problem).

• Fine-Grained Control in the User Interface. Finally, it
would be nice to have a compact display of the avail-
able equivalency information. This display would show
a row of information about the available equivalency
information and give the user a checkbox for incorpo-
rating or ignoring each. Table 2 sketches a preliminary
design for deciding which sameClassAs statements to
use. (This sketch assumes that we store much more
fine-grained information in the equivalency files than
we currently do.)

The first column shows the human-given label of the
class that is being declared as equivalent to the one the
user added by hand. The second column indicates the
level of indirection - 1 if the equivalency file directly

Class Hops Origin Author Rows Date Users

Person 1 stanford.e... Smith 235 10/6/02 12
Employee 1 stanford.e... Smith 57 10/6/02 6
Staff 1 stanford.e... Smith 697 10/6/02 0
Member 2 www.isi.e... Chen 15 3/4/01 17
Person 2 cmu.edu/... Miller 973 12/7/01 4
Member 2 cmu.edu/... Miller 107 12/7/01 9

Table 2: Sketch of a graphical user interface.

states that the class the user just added by hand is
the same as the class shown, 2 or more if the equiv-
alence was inferred by transitive closure. The third
column contains the Uniform Resource Locator for the
equivalency file. The fourth column shows the name
of the author of the WebScripter report that implied
the equivalencies. The fifth column contains the num-
ber of additional rows inserted into the user’s report
if she would incorporate the equivalency. The sixth
column indicates when the report that resulted in the
equivalency statements was authored. The last col-
umn sums up how many other users already made use
of the equivalency statement in their reports.

7. THOUGHTS ON OTHER OPEN QUES-
TIONS

Addressing a number of other issues would also help in
making DAML and WebScripter use take off.

• How do ordinary users find good original Semantic
Web content? WebScripter does not address this prob-
lem: once you found one it can point you to related
content that others may have by using an equivalency-
aware DAML search engine such as Teknowledge’s DAML
Semantic Search Service [3]. There are no Yahoo-style
portals for DAML content yet to our knowledge. There
are, however at least two RDF crawlers – one from
BBN [2] and one from the University of Karlsruhe [5]
– that could help in building such a portal.

• What does it really mean for two classes or two at-
tributes to be “the same”? The current DAML equiv-
alance statements allow users to say that x is equiva-
lent to y. We likely need a replacement construct that
allows users to express that x is equivalent to y in the
sense of (or context of) z. We will try to influence the
DAML language definition in that direction (but ad-
mittedly aren’t quite sure ourselves how to model z).
The most difficult problem we see is in the end-user
interface for stating these more complex equivalencies.

8. RELATED WORK
WebScripter’s approach to ontology alignment is extreme:

terms from different ontologies are always assumed to mean
different things by default, and all ontology mapping is done
by humans (implicitly, by putting them into the same col-
umn of a report).

This is similar in spirit to Gio Wiederhold’s mediation ap-
proach to ontology interoperation [18], which also assumes
that terms from different ontologies never mean the same
thing unless committees of integration experts say they are.
WebScripter pushes that concept to the brink by replacing
the experts with ordinary users that may not even be aware
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of their implicit ontology alignment contributions. (Note,
however, that we cannot yet proof that this collective align-
ment data is indeed a useful source for automatic ontology
alignment on an Internet scale – we lack sufficient data from
distributed WebScripter use to make that claim.)

The ONION system [15] takes a semi-automated approach
to ontology interoperation: the system guesses likely matches
between terms of two separately conceived ontologies, a hu-
man expert knowledgeable about the semantics of both on-
tologies then verifies the inferences, using a graphical user
interface. ONION’s guessing analyzes the schema informa-
tion using relationships with semantics known to the sys-
tem in advance (subclass-of, part-of, attribute-of, instance-
of, value-of); in WebScripter human users rely purely on
the data instances to decide what collates and what doesn’t
(because they are just not expert enough to analyze the
abstractions). That being said, incorporating ONION-style
alignment guessing into WebScripter would clearly be ben-
eficial presuming the rate of correct guesses is sufficiently
high.

OBSERVER [14], SIMS [9], TSIMMIS [11] and the Infor-
mation Manifold [13] are all systems for querying multiple
data sources of different schemata in a uniform way; how-
ever, they all rely on human experts to devise the ontolog-
ical mappings between the sources to our knowledge. This
is because they mediate between structured dynamic data
sources (such as SQL/ODBC sources) without run-time hu-
man involvement where a higher level of precision is required
to make the interoperation work. In contrast, WebScripter
is targeted towards mediating between different ontologies
in static RDF-based Web pages with run-time human in-
volvement, where the need for precision in the translation is
naturally lower.

9. EVALUATION AND CONCLUSIONS
WebScripter has turned out to be a valuable practical tool

even for the simple single-ontology case where there is only
one schema but the instance data is distributed over many
Web pages. For example, the Distributed Scalable Systems
Division at ISI automatically pulls together its people page
from many different DAMLized Web pages: some informa-
tion is maintained by individuals themselves (such as their
research interests), other information is maintained by the
division director (such as project assignments), and some in-
formation is maintained at the institute level (such as office
assignments); this relieved the administrative assistant from
manually maintaining everyone’s interests [6]. WebScripter
has also been used externally, for example to maintain a Se-
mantic Web tools list [7]. You can download WebScripter
from [8].

However, the most exciting application of WebScripter, as
a world-wide collaborative ontology translation tool, is con-
fined to experimental use by ourselves at this point. This is
more due to a lack of widespread interesting RDF(S) content
than it is due to any limitation of WebScripter itself. Nev-
ertheless, we are excited about this new approach to global
knowledge sharing, may it be achieved by a future version
of WebScripter or a similar tool or tools. The key difference
we see between “traditional” ontology translation and our
approach is that non-experts perform all of the translation
- but potentially on a global scale, leveraging each others’
work.

10. ACKNOWLEDGMENTS
We gratefully acknowledge DARPA DAML program fund-

ing for WebScripter under contract number F30602-00-2-
0576. The first author would also like to acknowledge AFOSR
funding under grant number F49620-01-1-0341.

11. REFERENCES
[1] http://www.w3.org/TR/2000/CR-rdf-schema-

20000327/.

[2] http://www.daml.org/crawler/.

[3] http://reliant.teknowledge.com/DAML.

[4] http://www.isi.edu/webscripter/daml-
personnel.gen.html.

[5] http://ontobroker.semanticweb.org/rdfcrawl.

[6] http://www.isi.edu/divisions/div2/. Click on People.

[7] http://tools.semanticweb.org.

[8] http://www.isi.edu/webscripter.

[9] Y. Arens, C. Knoblock, and W.-M. Shen. Query
reformulation for dynamic information integration.
Intelligent Information Systems, 6(2-3):99–130, 1996.

[10] T. Berners-Lee, J. Hendler, and O. Lassila. The
semantic web. Scientific American, May 2001.

[11] H. Garcia-Molina, Y. Papakonstantinou, D. Quass,
A. Rajaraman, Y. Sagiv, J. Ullman, V. Vassalos, and
J. Widom. The TSIMMIS approach to mediation:
data models and languages. Intelligent Information
Systems, 8(2):117–32, 1997.

[12] E. Hovy. Combining and standardizing large-scale,
practical ontologies for machine translation and other
uses. In Proceedings of the First International
Conference on Language Resources and Evaluation
(LREC), 1998.

[13] A. Levy, D. Srivastava, and T. Kirk. Data model and
query evaluation in global information systems.
Intelligent Information Systems, 5(2):121–43, 1995.

[14] E. Mena, A. Illarramendi, V. Kashyap, and A. Sheth.
OBSERVER: an approach for query processing in
global information systems based on interoperation
across pre-existing ontologies. Distributed and Parallel
Databases, 8(2):223–71, 2000.

[15] P. Mitra and G. Wiederhold. An algebra for semantic
interoperability of information sources. In 2nd Annual
IEEE International Symposium on Bioinformatics and
Bioengineering, pages 174–82, Bethesda, MD, USA,
November 4-6 2001.

[16] P. Mitra, G. Wiederhold, and M. Kersten. A
graph-oriented model for articulation of ontology
interdependencies. In Advances in Database
Technology - EDBT 2000. 7th International
Conference on Extending Database Technology,
Lecture Notes in Computer Science, pages 86–100,
Konstanz, Germany, March 27-31 2000.

[17] N. F. Noy and M. A. Musen. PROMPT: Algorithm
and tool for automated ontology merging and
alignment. In 17th National Conference on AI, 2000.

[18] G. Wiederhold. Interoperation, mediation, and
ontologies. In International Symposium on Fifth
Generation Computer Systems, Workshop on
Heterogeneous Cooperative Knowledge-Bases,
volume W3, pages 33–48. ICOT, Tokyo, Japan,
December 1994.

Steffen Staab
28



Easing Participation in the Semantic Web

Stefan Haustein, Jörg Pleumann
Computer Science VIII, X
University of Dortmund,

Baroper Str. 301
D-44221 Dortmund, Germany

fstefan.haustein, joerg.pleumanng@udo.edu

ABSTRACT
Although a promising idea, the Semantic Web currently
seems to have a problem duplicating the success story of
its predecessor, the World Wide Web. The number of peo-
ple actively participating in the Semantic Web has been very
limited until now, because people can't see the bene�ts origi-
nating from the extra e�ort they invest into semantically rich
web pages. Unfortunately, this advantage is barely visible at
all until a critical mass of RDF-annotated pages is available
on the net, thus making is diÆcult to recruit new partici-
pants for the Semantic Web. The article tries to break this
vicious circle by showing that the use of appropriate tools
may both ease participation in the semantic web and pro-
vide a number of additional advantages not directly related
to the Semantic Web. The latter, in particular, may con-
vince a larger number of people to participate, and thus
bring the Semantic Web nearer its critical mass.

1. INTRODUCTION
The Semantic Web is a great idea. Yet, it did not quite

take o� until now. Why is this the case? Some argue that
RDF [19], the language for adding the semantic information
to existing web pages is the problem. These critics see RDF
as being too complicated or under-speci�ed [11, 6]. While
RDF truly has its problems in some areas, we don't think
that the language itself is the main obstacle that hinders
people from participating in the Semantic Web. But to �nd
out where the problem actually lies, we �rst need to take a
step back and look at what made the original web such a
tremendous success.
In our opinion, there were four important reasons for the

success of the World Wide Web:

� Simplicity. HTML was easily understood and quickly
written down. Even novices could design a few basic
web pages with little e�ort, put them in a matching
directory structure and start an HTTP daemon to de-
liver the content to clients.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission by the authors.
Semantic Web Workshop 2002 Hawaii, USA
Copyright by the authors.

� Immediate feedback. After an HTML page had been
designed in a text-editor, the result could be displayed
in any HTML client to get an impression of the results.
Thus, the user had an immediate feedback on his or
her work.

� Additional bene�ts. Even though their original pur-
pose was to present information to other people,
HTML pages could be used as a means of discussion or
documentation for people participating in a project or
even for personal use. Thus, there was an additional
gain users got from participating in the world wide
web, which made the system even more attractive to
them.

� Low critical mass. As a networked e�ort, the World
Wide Web required a minimum (but large enough)
number of participants to raise the interest of out-
side people, convincing them to become involved. Yet,
since the World Wide Web was the �rst system of its
kind, and there was no similar system to compete with,
this critical mass was relatively low.

When we compare these points to the Semantic Web in its
current form, we notice that most of them are not ful�lled:

� Simplicity is only partially given. The mixture of RDF
and DAML+OIL is understood in all its details only
by people that have a background in AI or related
�elds. Novices will only be able to use basic concepts
of RDF and might thus have problems to see the real
advantages of the Semantic Web.

� Immediate feedback is not given. Unfortunately, there
is no speci�c client software for the Semantic Web that
gives users an impression of their RDF fact base. One
could argue that it doesn't even make sense to ask for
such a software, because the clients of the Semantic
Web are programs rather than human beings.

� There are no additional bene�ts, at least none that
are ovious to "`ordinary end-users"'. While human-
readable HTML pages primarily designed for other
people can also be used for personal purposes, this
is not true for RDF facts, which are meant to be read
by programs.

� The critical mass is considerably higher. Why is this
the case? This time, there already is an existing
system | the original World Wide Web | , and
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Figure 1: Simple UML Diagram for university department's web site

most people nowadays tend to use the "`brute force"'
method to �nd a speci�c piece of information in it,
namely Google or some other search engine. Thus, it
is more diÆcult to convince people to take part in an-
other system, even if it is an extension to the existing
one.

As long as the �rst three points are true, the critical mass
of users needed to make the Semantic Web "`take o�"' will
be hard to reach. Unfortunately, seen the other way round,
the Semantic Web hardly has some kind of real bene�t unless
there is a large-enough number of participants that makes
available RDF-speci�ed information to others, that is, until
the critical mass is reached. The current situation could be
seen as some kind of vicious circle that has to be broken
before the Semantic Web has a chance to succeed.

2. TOOLS TO BREAK THE CIRCLE
To break the circle, we have to get rid of as many as pos-

sible of the four problems shown in the previous section.
Since we cannot lower the critical mass for mainstream ac-
ceptance of the Semantic Web (possibly by forcing people
into it), we have to focus on the other three: Simplicity, im-
mediate feedback, and additional bene�ts. A very promising
way to achieve this seems to be the use of appropriate tools.
These tools would have to ease participation in the Semantic
Web, but would also have to provide some "`added value"'
that makes them attractive to end-users. Obviously, when
using the tools, people will also likely participate in the se-
mantic web, even if that is not their original motivation.
The following sections try to show what features these tools
might o�er.

2.1 Generative approach
Looking at existing tools developed for or related to the

Semantic Web, for example Prot�eg�e-2000 [23] or Ontobroker
[15], one notices that these are primarily designed to support

ontology and fact management. Information is stored in a
knowledge base providing �ne grained access. The ontology
is utilized to make sure that the content corresponds to the
desired structure. The two systems mentioned above are
able to export their fact base to an RDF representation.
While these tools aim into the right direction, they still

have a problem: As long as one wants a machine-readable
RDF-version of the facts as well as a human-readable
HTML-version, duplicate e�ort is required to maintain both.
Take, for example, a typical web site for a university depart-
ment containing information about the department's sta�,
research topics, projects, and publications. A highly struc-
tured site like this is suitable for participating in the seman-
tic web, and it can easily be modelled using a corresponding
domain ontology. Yet, a change as simple as a telephone
number has to be propagated to the RDF version as well as
the HTML version.
Given a Semantic Web tool followed a generative ap-

proach, the situation would be easier: Assume this tool were
able to incorporate regular HTML for the unstructured part
of the web site, and these pages could contain placeholders
for insertion of information contained in the fact base. The
tool would then be able to generate the actual HTML pages
automatically from the existing RDF information { or even
both from a common fact base { , thus requiring the user
to maintain this fact base only, at least as far as structured
information is concerned. If the generation of pages takes
place at run-time, we arrive at a tool that could be seen as
a "`Semantic Web-enabled HTTP server"'
While the avoidance of redundancy already is a big advan-

tage addressing simplicity, the generative approach provides
other advantages that fall into the area of "`added value"':

� In contrast to editing HTML directly, a unique look
and feel can easily be established for the whole site,
given an appropriate template mechanism.

� In addition to HTML and RDF, other target formats
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like WML and cHTML can be generated from the same
fact base, lowering redundancy even further.

� In contrast to plain HTML �les, ontology-based con-
sistency checks can be performed automatically while
entering data, e.g. avoiding dangling links inside the
system.

2.2 Incorporation of database features
To broaden the possible target audience of our Seman-

tic Web server, we might try to incorporate database-like
features and thus position it as an alternative to a "`heavy-
weight"' database solution.
While relational databases with HTML-generating front-

end are quite common these days (e.g. Cold Fusion [8], PHP
[2], Enhydra [1] etc.), these solutions are mainly used for
sites with a simple, low-dimensional structure, such as guest
books or news pages (e.g. Slashdot.org). More complex
domains such as university departments often still use plain
HTML �les for their web presentation, or make only limited
use of database tables.
Here, the reason may be that a high number of ta-

bles would be required for modeling even simple ontologies,
mainly because associations are not �rst class members of
relational database systems. Revisiting the university de-
partment scenario, we need at least tables for persons, re-
search topics, projects, and publications. Figure 1 shows
a possible UML class diagram of the database's conceptual
model. Since all n:n associations require separate associa-
tion tables, this results in quite a lot of normalised tables
(more than 10), each of which potentially contains only a
very small subset of all the possible instances.
In this case, the bene�t for the creator, that is, the dy-

namic generation of HTML or { in our case { RDF from a
single set of data, does not outweigh the extra e�ort inherent
in maintaining the tables.
Using Semantic Web tools, the picture may change signif-

icantly. For a low number of instances, the internal knowl-
edge base provided by a Semantic Web tool may be suÆ-
cient. Associations are direcly supported, and the ontology
language also allows to specify integrity constraints for them
at an appropriate level. Since Semantic Web tools usually
come with a generic user interface, the need to create HTML
forms for editing the tables is avoided.

2.3 Incorporation of Content Management
Features

Another area that a Semantic Web tool might address is
content management. Content management systems, such
as Hyperwave [3], Zope [5] or OpenCMS [4] provide user,
version and metadata management for a set of HTML pages
or binary documents in other formats such as PDF or Word.
Their set of meta data, hoewever, is usually �xed and tai-
lored to the most common needs. Here, ontology-based Se-
mantic Web tools provide much more 
exibility, and may be
superior to general content management systems in domains
where the meta data requirements signi�cantly di�er from
the standard set provided by content management systems.

2.4 Openess to Alternative Schema Languages
In the introduction, we claimed that beneath providing no

gain that becomes immediately obvious, RDF annotation is
complex.

In its current form, the Semantic Web requires users to
learn yet another formal description language. Users having
an background in AI may be expected to be familiar with de-
scription logics and corresponding ontology modelling tools.
For mainstream acceptance, though, integration of recog-
nised standards like UML [20] may help to improve accep-
tance of Semantic Web tools and thus lower the entrance
barrier [13]. Most students of computer science or related
engineering disciplines can be assumed to be familiar with
UML and modelling tools like Together or Rational Rose.
These students could easily apply their modelling knowl-
edge to the Semantic Web and thus contribute to its group
of early adopters.

3. THE INFORMATION LAYER
In order to demonstrate that participation in the Seman-

tic web actually can be simple, and that using a server based
on a �ne grained fact base instead of HTML- or RDF �les
can provide immediate gains, we have started to model our
own unit's web pages accordingly. For this purpose, we used
our Information Layer system, which stores data in a simple
XML format that is determined by a given ontology. The
information layer uses an object-oriented model for data rep-
resentation. Objects consist of atomic attributes and rela-
tions to other objects. The consistency of relations in both
directions is ensured automatically, avoiding inconsistencies
inside the system. The concepts and relations are de�ned
application-dependent in an external ontology de�nition �le.
All �les used by the information layer are stored as XML
documents.
The InfoLayer system was originally designed as an inte-

grated information platform for software agents and human
users in a conference scenario. The system was used in the
COMRIS project [21] in order to make conference informa-
tion available in appropriate formats to human users as well
as software agents, utilizing the same underlying knowledge
base. Access to the content is possible via a generic HTML
interface as well as a FIPA [16] based XML interface [18].
Obviously, when information is machine readable for soft-
ware agents, it is not a big leap to make this information
available for the Semantic Web as well.
In the process of modelling our unit web pages, we made

several improvements to our system, simplifying the use as
a replacement for a \regular" web server. While there may
be alternative paths appropriate for other systems, our main
purpose was to show that using semantic web systems may
provide direct advantages over regular web servers, even
without relying on advanced features such as knowledge inte-
gration from di�erent sources (e.g. KAON-REVERSE [17]).

3.1 XMI Import
The original version of the Information Layer system used

its own proprietary XML-based ontology description lan-
guage. In order to simplify the initial step of generating the
application ontology, we have replaced the internal format
by XMI [20], the XML based exchange format for UML di-
agrams. Figure 1 shows a simpli�ed version of the UML
model currently used as a basis for our unit web pages.
We have chosen UML as ontology modelling language [13]

instead of RDFS [7] because it is diÆcult to avoid contact
with UML when working in computer science or in the IT in-
dustry in general. For most computer scientists, a UML ed-
itor like Rational Rose or Together is part of their standard
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Figure 2: A Subset of the Semantic Web Research Community ontology concept Hierarchy

tool box. Thus, the extra e�ort of installing and getting
familiar with an RDFS editor, possibly preventing people
from getting in touch with the Semantic Web, is avoided.
Compared to other languages suitable for ontology mod-

elling, UML currently still lacks clearly de�ned semantics.
However, there are signi�cant e�orts to solve this problems
[22, 10].
This aspect may be less important for systems providing

their own comfortable Ontology editor.

3.2 HTML Generation
The most important capability required for being able to

replace existing web servers is { of course { the generation
of HTML pages.
The information layer contains a module that provides

built-in web-server functionality. The server is able to gen-
erate HTML dynamically: For any object, the attributes
are simply displayed, and the associations to other objects
are converted to sets of hyperlinks to the related objects.
Concepts are displayed as a clickable list of instances corre-
sponding to the concept. The HTML interface can also be
used to edit the content of the system using forms generated
dynamically based on the ontology. In the COMRIS project,
the HTML interface was used for interaction with the end
user as well for as debugging and inspection purposes.
In addition to generic HTML generation, templates can be

used in order to generate HTML pages conforming to a given
look and feel. In the COMRIS project, we have also used
the template mechanism to generate the input structure re-
quired by the text generation system TG/2 ([9]) which was
used to generate natural language output for a wearable de-
vice. The template mechanism is described in some more
detail in the next section.

3.3 SWRC and RDF Integration
The Semantic Web Research Community (SWRC) On-

tology [24] is an ontology designed in order to describe
the structure of the Semantic Web Research Community,
namely the members, events, topics and projects, in a
machine-readable manner. It is available in DAML+OIL
and FLogic formats. Figure 2 shows a subset of the inheri-

tance hierarchy of the SWRC ontology.
Since our \local" research unit ontology was primarily de-

signed to �t the needs of our \regular" web presentation, it
does not match the \shared" SWRC ontology exactly. How-
ever, using the template mechanism of our system, we are
able to generate RDF pages corresponding to the SWRC
ontology on the 
y. Figure 3 shows a simpli�ed example
template that is used to generate SWRC-compliant RDF
content for instances of the class \Member". In the tem-
plates, elements in a special namespace, denoted by the t
pre�x in the example, are replaced by content queried from
the Information Layer with respect to the current instance
which is determined from the page URL.
Thus, it is possible to participate in the Semantic Web

without needing to extend a prede�ned shared ontology,
which may be bloated and still not full�ll all local require-
ments. Instead, the domain of interest can be modelled us-
ing a lean domain speci�c local ontology. The SWRC person
name slot illustrates the advantage of this approach: SWRC
contains only one person name slot that is not split into �rst
and last name. If the local application requires having both
parts available separately, it would be necessary to duplicate
the corresponding information, when building the local on-
tology on top of the SWRC ontology. Also, SWRC concepts
like \Organization" may not be required in a local ontology
covering a single organization. Information about the local
organization can be stored in a single static RDF �le, not
bloating the local ontology.
In addition to template based RDF generation, it would

be possible to generate RDF directly corresponding to the
local ontology automatically [12]. However, this feature is
not implemented yet.

3.4 Infrastructure Integration
For simpler integration with the existing Web server in-

frastructure, we changed the Information Layer implemen-
tation to become a Java Servlet instead of a stand alone
program. Running the Information Layer as a Java Servlet
allows smooth integration with existing Web presentations,
without any hard switch. The service can simply be added
where it makes most sense, and then later be extended to
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Servlet-Container (e.g. Tomcat)
Servlet-Container (e.g. Tomcat)

Ontology
(UML-XMI) Fact base (XML)

Infolayer
Template
based XML
generation

<rdf:RDF xmlns:t="http://infol
<swrc:ScientificStaff rdf:ID
<swrc:name>
<t:eval expr="givenName+

</swrc:name>
<swrc:email>
<t:eval expr="email" />

</swrc:email>

Templates

<RDF xmlns="http://www.w3.org/1999/02/22-
<ScientificStaff

xmlns="http://www.semanticweb.org/ont
xmlns:p0="http://www.w3.org/1999/02/2

<name>Stefan Haustein</name>
<email>stefan.haustein@udo.edu</email>
<phone>+49 231 755 2499</phone>
<fax>+49 231 755 5105</fax>
</ScientificStaff>
</RDF>

XHTML RDF

Figure 3: Dynamic HTML and RDF generation using the Information Layer template mechanism. Elements

pre�xed with a t: are evaluated with respect to the current instance as given in the page URL.
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other areas.

3.5 File Upload
Last but not least, we have the option to upload arbitrary

Files (PDF, MPG, ...) into the system. We have added this
feature in order to improve suitability for general useage.
While it may look a bit odd here on the �rst sight, it is a
typical feature of content management systems. Of course,
the content of the �les is opaque to the system, which is con-
troversial to the idea of providing �ne grained information
in RDF-format. However, the system supports the addition
of relevant meta-information.

3.6 Installation
A complicated installation procedure may prevent poten-

tial users from actually using a system, even if there are
obvious time or cost savings in the long run. Building on
the system improvements described above, the installation
of an Information Layer based system was reduced to the
following steps:

1. Build a simple base ontology with the UML tool of
your choice, or just use the sample ontology available
from the infolayer web page as a starting point.

2. Install Apache-Tomcat or any other Web server that is
capable of handling Java servlets, if not already avail-
able.

3. Install the Information Layer Servlet �les in the Web
services directory of the server and adopt the con�gu-
ration in the web.xml �le to your local environment.

Following these steps, a user is already able to add content
using the generic Web interface and to view the content us-
ing that interface. Now the system can be further enhanced,
by extending the ontology and by adding XHTML and RDF
templates, customising the look and feel and the RDF gen-
eration properties of the system.
Please note that the temporal frame of the latter two steps

is not �xed. For example, one could start with managing
publications using the system, and then later add other con-
cepts like projects, topics, persons or courses.

3.7 Related Systems
Obviously, other Semantic Web tools may be extended

similarily. Prot�eg�e-2000 is a Knowledge Base supporting
RDF format. It provides a nice Java user interface including
an ontology editor, but currently lacks a plain HTML inter-
face. Other semantic web tools such as Ontology Builder
[14] or the KAON framework [17] seem to focus more on
enterprise-level ontology management and information inte-
gration.

4. CONCLUSION AND OUTLOOK
The Semantic Web is a great vision. However, for a broad

adoption, simple tools that allow participation without a
background in AI are still rare. Prot�eg�e and similar tools
seem to aim in this direction. We would like to contribute
our own tool, the Information Layer. While other tools focus
on easing the ontology building process, we mainly tried to
address simplicity in the overall system as well as providing
additional bene�ts that might persuade users to participate

in the Semantic Web. One of these bene�ts is the genera-
tion of HTML as well as RDF from a common fact base to
avoid redundancy, others are the incorporation of database
and content management features to broaden the target au-
dience. This way, we hope to improve availability of struc-
tured information suitable for the Semantic Web. We did
not put a focus on advanced features like full DAML+OIL
support, nor do not have a priority here in the future.
A web site that utilizes the Information Layer in its cur-

rent form is a database for Java-enabled small devices like
cell phones and personal digital assistants1. Here, the ontol-
ogy descibes the devices, their capabilities, vendors, avail-
able protocols and known bugs. Changes to the fact base
are quite frequent, but do not require the duplicated e�ort
of updating a human and a machine-readable version, which
makes the site very easy to maintain.
The Information Layer is also being used as a prototypical

web presence for MuSofT, a Germany-wide project that de-
velops multimedia teaching material for software engineering
education. The site's goal is to manage and distribute the
learning objects contributed by the various project partners.
This installation makes use of the content management fea-
tures the system provides: Learning object can be uploaded
into the system from a Web browser. To allow eÆcient re-
trieval of material, LOM2-conforming meta-data is provided
using the system's ontology capabilities.
Previous versions of the Information Layer system have

been and still are are used as a basis for the MLnet teaching
information server3 and in various internal projects.
For more details about the Information Layer and its ap-

plications, please refer to http://infolayer.org.
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ABSTRACT
Web-based user-adaptive learning environments suggest a
semantic knowledge representation that can be reused in dif-
ferent contexts. Moreover, if these educational systems em-
ploy external service systems for support or for exploratory
activities, the semantic representation is a basis for the inter-
operability of the service systems and for machine-under-
standable data. ActiveMath is such a learning environ-
ment for mathematics. We show what its annotated seman-
tic knowledge representation, extended OMDoc, is like and
how it is used. We also discuss the current bottleneck of
authoring. Since mathematicians are mostly familiar with
authoring LATEX rather than semantic XML, ActiveMath of-
fers a LATEX2OMDoc tool. As compared with the direct OMDoc
authoring which is not yet visually supported this has pros
and cons.

1. INTRODUCTION
Many educational systems and on-line documents have

been produced in recent years. Since the encoding of the
domain knowledge for a learning environment is a very ex-
pensive and time-consuming task, reusability of the encoded
knowledge in di�erent contexts and for di�erent function-
alities is desirable. Therefore, the representation needs to
incorporate an ontology of the domain or, even better, a
unique and extensible semantics of the domain concepts and
their various relationships. Similarly, inter-operability is a
prerequisite for multiple services used in education systems
that can access and work with common knowledge sources.
For Semantic Web applications, mathematics is a good

�eld to experiment with because it is largely formalized
and has a clear fundamental semantics independent of pre-
sentational issues and because mathematics is a relatively
well-structured �eld. For mathematics, an ontology needs
to be enhanced by real semantics because mathematical
knowledge is inherently di�erent from its presentation (e.g.,
its printed version). Di�erent presentations can mean the
same thing, e.g., 1

2
or 1/2. Conversely, the same presen-
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not made or distributed for profit or commercial advantage and that copies
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tation can mean di�erent things in di�erent contexts, e.g.,
(ab
p
) = (a

p
)( b

p
) is false in elementary algebra but true in the

theory of quadratic residues.
Now, our learning environment ActiveMath [8] is a Se-

manticWeb application for mathematics learning. Its knowl-
edge representation is separated from its functionalities. Its
knowledge representation meets the above requirements for
mathematical content representations and those for educa-
tional applications that include the above mentioned reusabil-
ity and inter-operability as well as the representation of ped-
agogical information.
ActiveMath' knowledge representation is based on

OpenMath [3], a general, standardized, semantic XML-represen-
tation for mathematics. ActiveMath' functionalities re-
quire additional information to be encoded into the knowl-
edge representation, e.g., structural information such as is-a-
de�nition and pedagogical information such as the diÆculty
of an exercise.
This article shows how Semantic Web issues such as machine-

understandable representation, reusability, extensibility, and
migration of other representations are tackled in Active-

Math. It focuses on the knowledge representation and its
current authoring. It summarizes which information is rep-
resented in the OMDoc-language which is an extension of
OpenMath. It describes and substantiates the extensions we
have added for the educational and other purposes of Ac-
tiveMath. It discusses how content is authored presently
in a situation, where tools for semantic representations are
emerging only and where the habits of authors still oppose
such an encoding.

2. SEMANTIC REPRESENTATION
Although today's most common representation for knowl-

edge of web-based systems is the syntactic markup language
HTML, for a meaningful reuse in di�erent contexts and knowl-
edge sharing the XML representation is essential and the RDF 1

framework with data representing relations between elements
can serve as a basis for building an ontology.

2.1 Semantics in Mathematical Knowledge
OMDoc has evolved historically as a standard for mathe-

matical knowledge representation, which we decided to use
for our educational system. Because of this history several
features have still to be adapted to semantic Web develop-
ments, e.g. RDF. However, a big advantage of using OMDoc
is its truly semantic 
avour.

1http://www.w3.org/RDF/
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What is the information and elements needed for math-
ematics? To ensure the inter-operability of mathematical
systems, a keyword-annotation that might suÆce for simple
search functionalities is not suÆcient anymore. A machine-
readable input for mathematical systems such as Computer
Algebra Systems (CASs) and theorem provers requires a
mathematical semantics. That is, to provide a basis for
multiple systems, the actual mathematical objects/formulas
have to be represented. Candidates for the representation
of mathematical objects and concepts are the XML-languages
OpenMath2 and content-MathML.3 OpenMath is a (European)
standard for the semantic representation of mathematical
formula expressions. It semantically de�nes a set of math-
ematical symbols in the OpenMath content dictionaries and
can import content dictionaries into others.
However, an extension of OpenMath is needed because (1)

an ontology based on OpenMath lacks most relations except of
theory-inclusion, (2) the OpenMath content dictionaries are
incomplete and a simple extension mechanism is needed,
(3) OpenMath has no means to structure the content of a
mathematical document by dividing it into its logical units
such as \de�nition", \theorem", and \proof".
For these reasons, OpenMath has been extended to OMDoc

[6] which includes structure markup for mathematical con-
cepts such as definitions and theorems and for other items
such as examples, exercises, and elaborative texts. It
also allows to de�ne new symbols. OMDoc items may contain
metadata, formal elements, textual elements, and references.
References can be concept identi�ers, URLs, and additional
code elements. Metadata in OMDoc represent legal informa-
tion compliant to Dublin Core metadata [11] and extradata
element for metadata extensions. OMDoc allows to represent
some mathematical dependencies: morphisms between the-
ories, equivalence of de�nitions, proof-for. Implicitly it con-
tains a dependency of symbols by the occurrence of symbols
in another symbol de�nition.
For our application the OMDoc metadata and relations be-

tween elements are insuÆcient, because, on one hand, Ac-
tiveMath needs a pedagogical ontology. For its use in
learning environments, we have extended OMDoc. On the
other hand, relations between elements such as mathemat-
ical dependency, corollary of a theorem, similar examples,
counterexample for a concept, which we introduce are also
general for the �eld rather than due to the educational appli-
cation,but are not present in OMDoc. Some of our extensions
are not speci�c for tutorial applications, such as technical
requirements4 and bibliographical references.

2.2 Pedagogical Knowledge
The extensions described in the following are motivated by

the tutorial application and generally applicable for learn-
ing systems rather than speci�c for a mathematics system.5

They include, among others

� pedagogical properties such as diÆculty. They are rel-
evant for ActiveMath' user-adaptivity because these

2http://www.openmath.org/
3http://www.w3.org/Math/
4For client-server applications, the annotations have to in-
clude the technical requirements to display or to invoke a
material. They need to be known, in particular, to ensure
that multimedia material is only o�ered, if the computer on
the learners client can handle it.
5For a complete de�nition of the OMDoc-extensions see [2]

metadata allow to present materials that �t the cur-
rent learning situation;

� pedagogically motivated relations among the di�erent
pieces of knowledge such as is-prerequisite. This infor-
mation can be used, e.g., to present the learner prereq-
uisites for understanding a concept, to generate links,
and to generate an adaptively chosen and structured
learning content.

On the one hand, metadata standards for learning resources
6 contain too many metadata which are not relevant for our
purpose. On the other hand, adaptively presenting content
requires some metadata which are not yet speci�ed in LOM.
This is not surprising, since IMS7 will be soon extended by
Educational Modelling Language (EML)8 metadata. There-
fore, the ActiveMath metadata extensions of the OMDoc
DTD include some metadata from LOM as well as some
others. For example, we extend the list of possible values of
the type of attribute of LOM metadata element relation as
described below. More detailed, the pedagogical metadata
de�ned in theActiveMath-DTD are field, abstractness,
difficulty, learning-context which belong to the OMDoc
in Figure 1.

<definition id="def_order">

<metadata>
<Title xml:language="en">

Definition of the order of a group element
</Title>
<extradata>

<field use="mathematics"/>

<abstractness level="neutral"/>
<difficulty level="easy"/>
<learning-context use="univ_first_cycle"/>
<relation type="for">
<ref theory="Th1" name="order"/>

</relation>

<relation type="depends_on">
<ref theory="Th1" name="group"/>

</relation>
</extradata></metadata>

<CMP xml:language="en" verbosity="3">

... </CMP>
</definition>
Figure 1: Excerpt from an OMDoc for a de�nition

field describes the �eld to which the content of the item
belongs. It enables ActiveMath to present items from par-
ticular �elds (such as statistics, physics, or economy), if this
is required by a pedagogical strategy. For instance, if stu-
dents from di�erent groups learn statistics, e.g., technicians,
mathematicians, psychology students, they obtain di�erent
(motivating) examples and exercises from the appropriate
�eld. The meaning of abstractness and difficulty is
self-explaining. They serve to adapt the document to the
learner's cognitive capabilities and learning progress. Cur-
rently, these metadata can have one of three di�erent val-
ues. learning-context speci�es for which learning context
the material was intended originally. The possible values of

6such as the Learning Object Metadata (LOM) standardized
by IEEE-LTSC (http://ltsc.ieee.org/)
7http://www.imsglobal.org/
8http://eml.ou.nl/
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learning-context are those de�ned in the IMS-metadata
standards. This information is important in case material
from di�erent sources is merged for a new course. Further-
more, the OMDoc in Figure 1 has a verbosity-attribute. The
information about the verbosity of the textual parts allow
the generation of di�erent kinds of document such as slides
and more verbose scripts.
The following metadata de�ned in theActiveMath-DTD

characterize exercises more precisely

� the targeted mastery-level of the exercise. Its val-
ues can be knowledge, comprehension, application, or
transfer

� the task of the learner which can be calculate, check,
explore, give example, model, or prove

� level of interactivity and average learning time

� the technical type of the exercise. The ActiveMath-
DTD allows for the values provide gap, mupad, maple,
omega, multiple choice, and �ll in currently.

ActiveMath employs these metadata to user-adaptively se-
lect exercises for a document and in the suggestion mecha-
nism according to a particular teaching strategy that targets
a particular mastery-level and adaptively supports skill ac-
quisition.
The metadata relation is used to represent several rela-

tionships between OMDoc items. The type of this relation is
speci�ed in the type-attribute which can have the following
meanings:

� the previous knowledge required to understand the
item. For instance, the element in Figure 1 depends-on
establishes dependencies on previous concepts.

� the similarity between the item and another one, e.g.,
for two examples, de�nitions, exercises etc. that are
similar as, e.g., shown in Figure 2.

� a for-relationships which can be used in order to char-
acterize an item with an additional functionality. For
instance, an item that is a proof for a theorem could
as well be an example for a method application or an
example could be a counterexample for a concept.

� a citation-relationship referring to an additional bib-extra
element which is de�ned in ActiveMath-DTD to en-
able a full featured citation mechanism.

One can argue that our XML speci�cations are \heavy on at-
tributes". There are some pros and cons for this. Pros:
when using attributes one can �x the default values for
them, whereas the for body of an element we can only spec-
ify the type of data that can be placed inside (e.g. child
elements, PCDATA etc.). Cons: no direct standards com-
pliance (translation needed). Also note that, when using
attributes, the need to interprete the labels is not introduc-
ing any additional e�ort for XML data manipulation engines.
The developement of ActiveMath metadata will be con-

tinued by: separating the metadata and the content databases;
IMS content packaging (as soon as EML is integrated in
IMS).

<definition id="def_leftcosets">
<metadata>

<Title xml:language="en">

Definition of left cosets
</Title>
<extradata>

<relation type="for">
<ref theory="Th1" name="leftcosets"/>

</relation>

...
<relation type="similar">
<ref xref="def_rightcosets"/>

</relation>
</extradata></metadata>

<CMP xml:language="en">...</CMP>

</definition>

Figure 2: The relation to a similar de�nition

3. SUPPORT FOR AUTHORING
Authoring ontological XML is investigated in several projects,

e.g., the SemanticWeb project9 and the Ontology Editor
Prot�eg�e [9].10

Authoring tools for the described truly semantic (math-
ematical) XML are still insuÆciently developed. Such tools
will not only have to support the author in employing or ex-
tending a (mathematical) ontology but also in authoring or
choosing pedagogical metadata, in authoring exercises with
external service systems, and support her in writing (ab-
stracted) mathematical formulas that later can be presented
via style sheets. This is a serious bottleneck currently.
So, what are the realistic alternatives currently? First, use

a still preliminary tool, QMath, brie
y described in x3.1 that
supports the authoring of mathematical formulas. QMath
provides at least some support but is not suÆciently com-
fortable for the average author. Second, translate from a
syntactically oriented macro-based encoding and heuristi-
cally add semantics as described in x3.2. Third, wait until
the open-source community including our group has pro-
duced a nice visual tool (some of it exists already, e.g., our
visual editor for tables of content).

3.1 QMath
QMath is a tool and a migration format for producing

OMDoc documents. It was developed by Alberto Gonzales
Palomo and is currently used by ActiveMath authors to
write OMDocs. A QMath document is easy to produce. This
is partially due to the fact that QMath supports unicode and
the author is free to write her formulas directly by using uni-
code symbols. Look, for instance at the following example,
corresponding to the LATEX source from the Figure 4:

Definition:[<-df1]

:"The definition of cartesian product"
:for:[cartesian_product]
:depends_on:[def_pair]
...

$M � N Df suchthat(pair(x,y),x 2 M & y 2 N)$.

Figure 3: Excerpt from a QMath document

The author can de�ne a context for a document. A con-
text contains user-de�ned shortcuts for OMDoc elements. It
also contains the references of symbols used in the document

9http://www.semanticweb.org/
10http://www.smi.stanford.edu/projects/protege/
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to symbols de�ned in an OpenMath content dictionary. When
the author uses a symbol, QMath suggests the symbol decla-
ration procedure which assigns a meaning to the symbol by
an explicit reference to a symbol in a content dictionary or
via a pre-recorded context.
QMath supports metadata elements of OMDoc as well as

some additional metadata of ActiveMath. This metadata
support can be extended. As soon as a new element is de-
clared in a document or in a context QMath performs a trans-
formation to XML markup. 11

3.2 LATEX2OMDoc
For handling macro-based encodings, we face two demands:

(1) the migration of existing mathematical learning docu-
ment sources encoded in presentational languages, say LATEX,
and (2) the new encoding by authors/maths professors who
are used to writing LATEX and oppose authoring a truly se-
mantic representation. In the following, we describe our
e�orts in both directions.
The migration of an existing large LATEX document was

the goal of a case study we conducted in 2001. The LATEX
sources of the document [4] were not intended to be mi-
grated to a semantic representation originally. It unrestrict-
edly uses author-speci�c macros. Although the LATEX source
was already split into 'slices' and provided some dependen-
cies, the document was designed pretty linearly rather than
appropriate for a hypertext presentation and it was diÆcult
to prepare for a reuse. For instance, it included text such as
"As we have seen in the previous example...".
The logical structure of the in the existing LATEX docu-

ment had to be carefully redesigned in order to obtain in-
dependently reusable items related via dependencies. For
instance, many basic pieces in the text still included an-
other one. E.g., introductions or elaborations contained a
de�nition.
Another problem was the use of not-represented abbre-

viations. The text contained elements like ... the correct

notation for this should be
@f

@x
(a) but we shall write only

@f

@x
since it is clear that we are talking about the derivative

in the point a. A semantic representation would need to re-
fer to the same mathematical object that may have di�erent
annotations, e.g., abbrev and a default.
The purely syntactic use of notation is one of the major

problems. In a sentence like Be carefull with our notations!
In some cases (a; b) will mean an open interval and oth-
erwise just an ordered pair. (a; b) purely syntactical and
its semantics is context-dependent. An automatic transla-
tion is almost impossible or at least has a highly context-
dependent heuristics. The presentation-oriented represen-
tation and mis-use of LATEX is another problem. This is
obvious when the LATEX encoding $\{x: x\in A$ und $x$

ist rational $\}$) of the formula fx : x 2 A und x ist
rationalg is analyzed and shows that a mathematical for-
mula is scattered into pieces and combined again by natural
language text.
Apart the context-dependent and presentation-oriented

representation, presentational and semantic information is
mixed especially in the mathematical formulas and there-
fore heuristics for correctly parsing all formulas cannot be

11For more information on QMath see http://www.matracas.
org/

provided. This makes a fully automated translation practi-
cally impossible.
Our experience suggests that it is impossible to translate

a LATEX source automatically that has been written with-
out the goal of a semantic representation in mind. This not
only requires to implement many document-speci�c heuris-
tics, it boils down to about 50% manual translation. Even
worse, often the original encoding does not allow a unique
translation to semantically represented formulas and may be
author's work again.
A solution can only rely on a quasi-semantic markup in

LATEX that uses macros and environments to encode infor-
mation needed for semantic knowledge representation and is
extensible. This has been attempted in another case study,
where we instructed 'conservative' authors to write strictly
de�ned LATEX sources and provided a tool for an automatic
conversion to OMDoc via QMath.
We de�ned LATEX macros and environments for the repre-

sentation of semantic information and meta-data to support
the automatic conversion to OMDoc. If an element has non-
empty children, it is encoded by an environment, otherwise
a macro is used12. We speci�ed restrictions { in particu-
lar for writing formulas in that LATEX. The most important
restrictions are

� use the symbols already de�ned in OpenMath content
dictionaries in order to ensure reusability,

� specify the interpretation of source formulas written in
LATEX, e.g. in�x or pre�x notation

� use the pre-de�ned LATEX environments and macros
for de�ning OMDoc elements, i.e., structure elements
and metadata.

The following is an example of using special OMDoc-oriented
LATEX environments:

\begin{definition}{df1}{cartesian_product}
{The definition of cartesian product}
\depends-on{def_pair} ...
$M \times N \Df \suchthat{\pair{x}{y}}

{x \in M \and y \in N }$.
\end{definition}

Figure 4: Example of writing restricted LATEX

� create a separate �le to de�ne new symbols and add
XSL presentational information to the de�ned symbols,
also de�ne own DTD extension if necessary and XSL
presentation for it.

If these requirement are met, our tool automatically con-
verts the restricted LATEX sources via QMath to OMDoc.
To summarize: as compared with a direct authoring of

OMDoc in QMath, authoring in a restricted and augmented
LATEX is more familiar to mathematicians even if not strictly
simpler. Although the direct control of the layout of a doc-
ument by editing the generated PDF-document is very at-
tractive to authors, it keeps the presentation and looses the
representation and thus destroys the semantic and metadata
information needed for the Semantic Web application.

12For more details see http://www.activemath.org/~ilo/
articles/presentation2content112001.ps.gz
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4. USAGE IN ActiveMath

Instead of a conclusion, we want to summarize what Ac-
tiveMath is able to do with the knowledge representation
and what the future activities will be in this direction.
For the ActiveMath system, the reuse of content in dif-

ferent contexts is particularly important because its user-
adaptivity implies that the same content can be presented
in di�erent ways depending on the user and in the learning
situation.
ActiveMath' user-adaptive functionalities such as the

presentation of the content and the dynamic suggestion gen-
eration use the structure information and metadata anno-
tating the units of the content.
ActiveMath has the following components: a session

manager, course generator, the mathematical knowledge base,
a presentation planner, a user model, a pedagogical mod-
ule and external mathematical systems (ActiveMath inte-
grates several service systems for calculation, proof, and ex-
ploration such as the proof planner 
mega [7] and the Com-
puter Algebra SystemsMuPAD [10] andMaple). Here, the
user model is a component to store, read and update data
about the learner's pro�le. It contains history of the actions,
a list of preferences of the user and a list of competence as-
sessments. The user's actions are analyzed by evaluators
that calculate updates of the user model.
The course generation in ActiveMath is realized as fol-

lows: requests of the user are sent from the browser via
a web-server to the session manager. When the user has
chosen her goal concepts and scenario, the session manager
sends this request to the course generator. The course gen-
erator contacts the mathematical knowledge base in order to
calculate which mathematical concepts are required for un-
derstanding the goal concepts. Then the information about
the user's knowledge is requested from the user model and
the collected IDs of OMDoc items annotated with the user's
knowledge mastery-levels are entered as facts into the knowl-
edge base of the expert system. Then the rules are evalu-
ated and generate an instructional list of XML items to be
presented. Here, the metadata such as diÆculty are not
only used to select appropriate exercises and examples for a
learner but also for the evaluation of the user's activities.
The XML content is transformed to a format suitable for

presentation via XSL. An XSL style sheet speci�es the presen-
tation of our XML documents, by describing how an instance
is transformed into HTML or to LATEX or Flash.
The semantic representation is a basis for merging content

from di�erent sources and presenting the merged content
consistently.
The ActiveMath knowledge representation is providing

two ontologies: the mathematical and the educational one.
Mathematical ontology is also useful for other math appli-
cations. The mathematical concepts (elements of ontology)
are the skeleton (macro level) of a document, and the edu-
cational ones provide the information for building the micro
level structure.

Alternative Usages
ActiveMath' support for exploratory and interactive learn-
ing will be improved. This includes the investigation of
elaborate search functions based on the the semantic and
partially formal representation.
A next step is the machine-understandable description of

mathematical operations. Such descriptions are useful in

many situations, including the automated advise to a user
for choosing an appropriate system to perform a task or for
agent-based computations (see [5]).
Semantically represented repositories will be useful not

just for learning environments but also for working mathe-
maticians. For instance, OMDoc-structured repositories can
improve the organization and searchability of mathemati-
cal knowledge. Today the digital libraries,have to face the
manually controlled entry of author and classi�cation infor-
mation and often make use of keywords authored by review-
ers. Today the search capabilities are limited to textual and
keyword search.13

We understand our research as part of the larger European
initiative for web-based mathematical knowledge represen-
tation and management. Its �rst workshop [1] covered top-
ics ranging from publishing of large collections of electronic
preprints to tools for managing mathematical documents.
There is hope for a critical mass of content encoded in a se-
mantic XML since the initiative will work on this as well as on
tools to maintain and use the content data and metadata.
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ABSTRACT 
Recommender systems learn about user preferences over time, 
automatically finding things of similar interest. This reduces the 
burden of creating explicit queries. Recommender systems do, 
however, suffer from cold-start problems where no initial 
information is available early on upon which to base 
recommendations. 

Semantic knowledge structures, such as ontologies, can provide 
valuable domain knowledge and user information. However, 
acquiring such knowledge and keeping it up to date is not a trivial 
task and user interests are particularly difficult to acquire and 
maintain. 

This paper investigates the synergy between a web-based research 
paper recommender system and an ontology containing 
information automatically extracted from departmental databases 
available on the web. The ontology is used to address the 
recommender systems cold-start problem. The recommender 
system addresses the ontology’s interest-acquisition problem. An 
empirical evaluation of this approach is conducted and the 
performance of the integrated systems measured. 

General Terms 
Design, Experimentation. 

Keywords 
Cold-start problem, interest-acquisition problem, ontology, 
recommender system. 

1. INTRODUCTION 
The mass of content available on the World-Wide Web raises 
important questions over its effective use. Search engines filter 
web pages that match explicit queries, but most people find 
articulating exactly what they want difficult. The result is large 
lists of search results that contain a handful of useful pages, 

defeating the purpose of filtering in the first place. 

Recommender systems [23] learn about user preferences over time 
and automatically find things of similar interest, thus reducing the 
burden of creating explicit queries. They dynamically track users 
as their interests change. However, such systems require an initial 
learning phase where behaviour information is built up to form an 
user profile. During this initial learning phase performance is 
often poor due to the lack of user information; this is known as 
the cold-start problem [17]. 

There has been increasing interest in developing and using tools 
for creating annotated content and making it available over the 
semantic web. Ontologies are one such tool, used to maintain and 
provide access to specific knowledge repositories. Such sources 
could complement the behavioral information held within 
recommender systems, by providing some initial knowledge about 
users and their domains of interest. It should thus be possible to 
bootstrap the initial learning phase of a recommender system with 
such knowledge, easing the cold-start problem. 

In return for any bootstrap information the recommender system 
could provide details of dynamic user interests to the ontology. 
This would reduce the effort involved in acquiring and 
maintaining knowledge of people’s research interests. To this end 
we investigate the integration of Quickstep, a web-based 
recommender system, an ontology for the academic domain and 
OntoCoPI, a community of practice identifier that can pick out 
similar users. 

2. RECOMMENDER SYSTEMS 
People may find articulating what they want hard, but they are 
good at recognizing it when they see it. This insight has led to the 
utilization of relevance feedback [24], where people rate web 
pages as interesting or not interesting and the system tries to find 
pages that match the interesting, positive examples and do not 
match the not interesting, negative examples. With sufficient 
positive and negative examples, modern machine learning 
techniques can classify new pages with impressive accuracy. Such 
systems are called content-based recommender systems. 

Another way to recommend pages is based on the ratings of other 
people who have seen the page before. Collaborative 
recommender systems do this by asking people to rate explicitly 
pages and then recommending new pages that similar users have 
rated highly. The problem with collaborative filtering is that there 
is no direct reward for providing examples since they only help 
other people. This leads to initial difficulties in obtaining a 
sufficient number of ratings for the system to be useful. 

 
Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. To copy 
otherwise, to republish, to post on servers or to redistribute to lists, 
requires prior specific permission by the authors. 
Semantic Web Workshop 2002 Hawaii, USA 
Copyright by the authors. 
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Hybrid systems, attempting to combine the advantages of content-
based and collaborative recommender systems, have proved 
popular to-date. The feedback required for content-based 
recommendation is shared, allowing collaborative 
recommendation as well. We use the Quickstep [18] hybrid 
recommender system in this paper to recommend on-line research 
papers. 

2.1 The Cold-start Problem 
One difficult problem commonly faced by recommender systems 
is the cold-start problem [17], where recommendations are 
required for new items or users for whom little or no information 
has yet been acquired. Poor performance resulting from a cold-
start can deter user uptake of a recommender system. This effect is 
thus self-destructive, since the recommender never achieves good 
performance since users never use it for long enough. We will 
examine two types of cold-start problem. 

The new-system cold-start problem is where there are no initial 
ratings by users, and hence no profiles of users. In this situation 
most recommender systems have no basis on which to 
recommend, and hence perform very poorly. 

The new-user cold-start problem is where the system has been 
running for a while and a set of user profiles and ratings exist, but 
no information is available about a new user. Most recommender 
systems perform poorly in this situation too.  

Collaborative recommender systems fail to help in cold-start 
situations, as they cannot discover similar user behaviour because 
there is not enough previously logged behaviour data upon which 
to base any correlations. Content-based and hybrid recommender 
systems perform a little better since they need just a few examples 
of user interest in order to find similar items. 

No recommender system can cope alone with a totally cold-start 
however, since even content-based recommenders require a small 
number of examples on which to base recommendations. We 
propose to link together a recommender system and an ontology 
to address this problem. The ontology can provide a variety of 
information on users and their publications. Publications provide 
important information about what interests a user has had in the 
past, so provide a basis upon which to create initial profiles that 
can address the new-system cold start problem. Personnel records 
allow similar users to be identified. This will address the new-user 
cold-start problem by providing a set of similar users on which to 
base a new-user profile. 

3. ONTOLOGIES 
An ontology is a conceptualisation of a domain into a human-
understandable, but machine-readable format consisting of 
entities, attributes, relationships, and axioms [12]. Ontologies can 
provide a rich conceptualisation of the working domain of an 
organisation, representing the main concepts and relationships of 
the work activities. These relationships could represent isolated 
information such as an employee’s home phone number, or they 
could represent an activity such as authoring a document, or 
attending a conference. 

In this paper we use the term ontology to refer to the classification 
structure and instances within the knowledge base. 

The ontology used in our work is designed to represent the 
academic domain, and was developed by Southampton’s AKT 

team (Advanced Knowledge Technologies [20]). It models 
people, projects, papers, events and research interests. The 
ontology itself is implemented in Protégé 2000 [10], a graphical 
tool for developing knowledge-based systems. It is populated with 
information extracted automatically from a departmental 
personnel database and publication database. The ontology 
consists of around 80 classes, 40 slots, over 13000 instances and 
is focused on people, projects, and publications. 

3.1 The Interest-acquisition Problem 
People’s areas of expertise and interests are an important type of 
knowledge for many applications, for example expert finders [9]. 
Semantic web technology can be a good source of such 
information, but usually requires substantial maintenance to keep 
the web pages up-to-date. The majority of web pages receive little 
maintenance, holding information that does not date quickly. 
Since interests and areas of expertise are dynamic in nature they 
are not often held within web pages. It is thus particularly difficult 
for an ontology to acquire such information; this is the interest-
acquisition problem. 

Many existing systems force users to perform self-assessment to 
gather such information, but this has numerous disadvantages [5]. 
Lotus have developed a system that monitors user interaction with 
a document to capture interests and expertise [16]. Their system 
does not, however, consider the online documents that users 
browse. 

This paper investigates linking an ontology with a recommender 
system to help overcoming the interest acquisition problem. The 
recommender system will regularly provide the ontology with 
interest profiles for users, obtained by monitoring user web 
browsing and analysing feedback on recommended research 
papers. 

4. Related Work 
Collaborative recommender systems utilize user ratings to 
recommend items liked by similar people. PHOAKS [26] is an 
example of a collaborative filtering, recommending web links 
mentioned in newsgroups articles. Only newsgroups with at least 
20 posted web links are considered by PHOAKS, avoiding the 
cold-start problems associated with newer newsgroups containing 
less messages. Group Lens [14] is an alternative example, 
recommending newsgroup articles. Group Lens reports two cold-
start problems in their experimental analysis. Users abandoned the 
system before they had provided enough ratings to receive 
recommendations and early adopters of the system received poor 
recommendations until enough ratings were gathered. These 
systems are typical of collaborative recommenders, where a cold-
start makes early recommendation poor until sufficient people 
have provided ratings. 

Content-based recommender systems recommend items with 
similar content to things the user has liked before. An example of 
a content-based recommender is Fab [4], which recommends web 
pages. Fab needs a few early ratings from each user in order to 
create a training set. ELFI [25] is another content-based 
recommender, recommending funding information from a 
database. ELFI observes users using a database and infers both 
positive and negative examples of interest from this behaviour. 
Both these systems are typical of content-based recommender 
systems, requiring users to use the system for an initial period of 
time before the cold-start problem is overcome. 
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Personal web-based agents such as Letizia [15], Syskill & Webert 
[21] and Personal Webwatcher [19] track the users browsing and 
formulate user profiles. Profiles are constructed from positive and 
negative examples of interest, obtained from explicit feedback or 
heuristics analysing browsing behaviour. They then suggest which 
links are worth following from the current web page by 
recommending page links most similar to the users profile. Just 
like a content-based recommender system, a few examples of 
interest must be observed or elicited from the user before a useful 
profile can be constructed. 

Ontologies can be used to improve content-based search, as seen 
in OntoSeek [13]. Users of OntoSeek navigate the ontology in 
order to formulate queries. Ontologies can also be used to 
automatically construct knowledge bases from web pages, such as 
in Web-KB [8]. Web-KB takes manually labelled examples of 
domain concepts and applies machine-learning techniques to 
classify new web pages. Both systems do not, however, capture 
dynamic information such as user interests. 

Also of relevance are systems such as CiteSeer [6], which use 
content-based similarity matching to help search for interesting 
research papers within a digital library. 

5. THE QUICKSTEP RECOMMENDER 
SYSTEM 
Quickstep [18] is a hybrid recommender system, addressing the 
real-world problem of recommending on-line research papers to 
researchers. User browsing behaviour is unobtrusively monitored 
via a proxy server, logging each URL browsed during normal 
work activity. A nearest-neighbour algorithm classifies browsed 
URL’s based on a training set of labelled example papers, storing 
each new paper in a central database. The database of known 
papers grows over time, building a shared pool of knowledge. 
Explicit feedback and browsed URL’s form the basis of the 
interest profile for each user. Figure 1 shows an overview of the 
Quickstep system. 

World Wide
Web

ProfilesUsers

Classifier Recommender

Classified
papers

World Wide
Web

ProfilesUsers

Classifier Recommender

Classified
papers

 
Figure 1. The Quickstep recommender system 

 

Each day a set of recommendations is computed, based on 
correlations between user interest profiles and classified paper 
topics. Any feedback offered by users on these recommendations 
is recorded when the user looks at them. Users can provide new 
examples of topics and correct paper classifications where wrong. 
In this way the training set, and hence classification accuracy, 
improves over time. 

Quickstep bases its user interest profiles on an ontology of 
research paper topics. This allows inferences from the ontology to 
assist profile generation; in our case topic inheritance is used to 
infer interest in super-classes of specific topics. Sharing interest 
profiles with the AKT ontology is not difficult since they are 
explicitly represented using ontological terms. 

Previous trials [18] of Quickstep used hand-crafted initial profiles, 
based on interview data, to cope with the cold-start problem. 
Linking Quickstep with the AKT ontology automates this process, 
allowing a more realistic cold-start solution that will scale to 
larger numbers of users. 

5.1 Paper classification algorithm 
Every research paper within Quickstep’s central database is 
represented using a term frequency vector. Terms are single words 
within the document, so term frequency vectors are computed by 
counting the number of times words appear within the paper. Each 
dimension within a vector represents a term. Dimensionality 
reduction on vectors is achieved by removing common words 
found in a stop-list and stemming words using the Porter [22] 
stemming algorithm. Quickstep uses vectors with 10-15,000 
dimensions. 

Once added to the database, papers are classified using an IBk [1] 
classifier boosted by the AdaBoostM1 [11] algorithm. The IBk 
classifier is a k-Nearest Neighbour type classifier that uses 
example documents, called a training set, added to a vector space. 
Figure 2 shows the basic k-Nearest Neighbour algorithm. The 
closeness of an unclassified vector to its neighbours within the 
vector space determines its classification.  

w(da,db) = √
____________

Σ
j = 1..T

(tja – tjb)
2

w(da,db) kNN distance between document a and b
da,db document vectors
T number of terms in document set
tja weight of term j document a

w(da,db) = √
____________

Σ
j = 1..T

(tja – tjb)
2

w(da,db) kNN distance between document a and b
da,db document vectors
T number of terms in document set
tja weight of term j document a

 

Figure 2. k-Nearest Neighbour algorithm 

 

Classifiers like k-Nearest Neighbour allow more training 
examples to be added to their vector space without the need to re-
build the entire classifier. They also degrade well, so even when 
incorrect the class returned is normally in the right 
“neighbourhood” and so at least partially relevant. This makes k-
Nearest Neighbour a robust choice of algorithm for this task. 

Boosting works by repeatedly running a weak learning algorithm 
on various distributions of the training set, and then combining 
the classifiers produced by the weak learner into a single 
composite classifier. The “weak” learning algorithm here is the 
IBk classifier. Figure 3 shows the AdaBoostM1 algorithm. 
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t = all iterations
with result class c

c ∈ C βt

1__

βt

1__

 

Figure 3. AdaBoostM1 boosting algorithm 

 

AdaBoostM1 has been shown to improve [11] the performance of 
weak learner algorithms, particularly for stronger learning 
algorithms like k-Nearest Neighbour. It is thus a sensible choice 
to boost our IBk classifier. 

5.2 User profiling algorithm 
The profiling algorithm performs correlation between paper topic 
classifications and user browsing logs. Whenever a research paper 
is browsed that has been classified as belonging to a topic, it 
accumulates an interest score for that topic. Explicit feedback on 
recommendations also accumulates interest value for topics. The 
current interest of a topic is computed using the inverse time 
weighting algorithm shown in Figure 4. 

∑
n

1..no of instances

Interest value(n) / days old(n)Topic interest  =

Interest values Paper browsed = 1
Recommendation followed = 2
Topic rated interesting = 10
Topic rated not interesting = -10

∑
n

1..no of instances

Interest value(n) / days old(n)Topic interest  =

Interest values Paper browsed = 1
Recommendation followed = 2
Topic rated interesting = 10
Topic rated not interesting = -10

 

Figure 4. Profiling algorithm 

 

An is-a hierarchy of research paper topics is held so that super-
class relationships can be used to infer broader topic interest. 
When a specific topic is browsed, fractional interest is inferred for 
each super-class of that topic, using a 1/2level weighting where 
‘level’ refers to how many classes up the is-a tree the super-class 
is from the original topic. Figure 5 shows a section from the 
research paper topic ontology. 

Artificial
Intelligence

Hypermedia

E-Commerce
Interface Agents
Mobile Agents
Multi-Agent-Systems
Recommender Systems

Agents
Belief Networks
Fuzzy
Game Theory
Genetic Algorithms
Genetic Programming
Knowledge Representation
Information Filtering
Information Retrieval
Machine Learning
Natural Language
Neural Networks
Philosophy [AI]
Robotics [AI]
Speech [AI]
Vision [AI]

Text Classification

Ontologies

Adaptive Hypermedia
Hypertext Design
Industrial Hypermedia
Literature [hypermedia]
Open Hypermedia
Spatial Hypertext
Taxonomic Hypertext
Visualization [hypertext]
Web [hypermedia]

Content-Based Navigation
Architecture [open hypermedia]

 

Figure 5. Section of the research paper topic ontology 

5.3 Recommendation algorithm 
Recommendations are formulated from a correlation between the 
users current topics of interest and papers classified as belonging 
to those topics. A paper is only recommended if it does not appear 
in the users browsed URL log, ensuring that recommendations 
have not been seen before. For each user, the top three interesting 
topics are selected with 10 recommendations made in total. Papers 
are ranked in order of the recommendation confidence before 
being presented to the user. Figure 6 shows the recommendation 
algorithm. 

Recommendation confidence = classification confidence *
topic interest value

Recommendation confidence = classification confidence *
topic interest value

 

Figure 6. Recommendation algorithm 

 

6. ONTOCOPI 
The Ontology-based Communities of Practice Identifier 
(OntoCoPI) [2] is an experimental system that uses the AKT 
ontology to help identifying communities of practice (CoP). The 
community of practice of a person is taken here to be the closest 
group of people, based on specific features they have in common 
with that given person. A community of practice is thus an 
informal group of people who share some common interest in a 
particular practice [7] [27]. Workplace communities of practice 
improve organisational performance by maintaining implicit 
knowledge, helping the spread of new ideas and solutions, acting 
as a focus for innovation and driving organisational strategy.  

Identifying communities of practice is an essential first step to 
understand the knowledge resources of an organization [28]. 
Organisations can bring the right people together to help the 
identified communities of practice to flourish and expand, for 
example by providing them with appropriate infrastructure and 
give them support and recognition. However, community of 
practice identification is currently a resource-heavy process 
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largely based on interviews, mainly because of the informal nature 
of such community structures that are normally hidden within and 
across organisations.  

OntoCoPI is a tool that uses ontology-based network analysis to 
support the task of community of practice identification. A 
breadth-first spreading activation algorithm is applied by 
OntoCoPI to crawl the ontology network of instances and 
relationships to extract patterns of certain relations between 
entities relating to a community of practice. The crawl can be 
limited to a given set of ontology relationships. These 
relationships can be traced to find specific information, such as 
who attended the same events, who co-authored papers and who 
are members of the same project or organisation. Communities of 
practice are based on informal sets of relationships while 
ontologies are normally made up of formal relationships. The 
hypothesis underlying OntoCoPI is that some informal 
relationships can be inferred from the presence of formal ones. 
For instance, if A and B have no formal relationships, but they 
have both authored papers with C, then that could indicate a 
shared interest.  

One of the advantages of using an ontology to identify 
communities of practice, rather than other traditional information 
networks [3] is that relationships can be selected according to 
their semantics, and can have different weights to reflect relative 
importance. For example the relations of document authorship 
and project membership can be selected if it is required to identify 
communities of practice based on publications and project work. 
OntoCoPI allows manual selection of relationships or automatic 
selection based on the frequency of relationship use within the 
knowledge base. Selecting the right relationships and weights is 
an experimental process that is dependent on the ontology 
structure, the type and amount of information in the ontology, and 
the type of community of practice required.  

When working with a new community of practice some 
experiments will be needed to see which relationships are relevant 
to the desired community of practice, and how to set relative 
weights. In the experiments described in this paper, certain 
relationships were selected manually and weighted based on our 
preferences. Further trials are needed to determine the most 
effective selection. 

7. INTEGRATION OF THE TWO 
TECHNOLOGIES 
We have investigated the integration of the ontology, OntoCoPI 
and Quickstep recommender system to provide a solution to both 
the cold-start problem and interest acquisition problem. Figure 7 
shows our experimental systems after integration. 

AKT
Ontology

User interest
profiles

User
publications

User and domain
knowledge

Communities
of practice

Quickstep OntoCoPI

AKT
Ontology

User interest
profiles

User
publications

User and domain
knowledge

Communities
of practice

Quickstep OntoCoPI

 

Figure 7. Ontology and recommender system integration 

 

Upon start-up, the ontology provides the recommender system 
with an initial set of publications for each of its registered users.  
Each user’s known publications are then correlated with the 
recommender systems classified paper database, and a set of 
historical interests compiled for that user. These historical 
interests form the basis of an initial profile, overcoming the new-
system cold-start problem. Figure 8 details the initial profile 
algorithm. As per the Quickstep profiling algorithm, fractional 
interest in a topic super-classes is inferred when a specific topic is 
added. 

∑
n

1.. publications
belonging to class t

1 / publication age(n)topic interest(t)  =

t = <research paper topic>

new-system initial profile = (t, topic interest(t))*

∑
n

1.. publications
belonging to class t

1 / publication age(n)topic interest(t)  =

t = <research paper topic>

new-system initial profile = (t, topic interest(t))*

 

Figure 8. New-system initial profile algorithm 

 

When the recommender system is up and running and a new user 
is added, the ontology provides the historical publication list of 
the new user and the OntoCoPI system provides a ranked list of 
similar users. The initial profile of the new user is formed from a 
correlation between historical publications and any similar user 
profiles. This algorithm is detailed in figure 9, and addresses the 
new-user cold-start problem. 
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t = research paper topic
u = user
γ = weighting constant >= 0
Nsimilar = number of similar users
Npubs t = number of publications belonging to class t
CoP confidence = Communities of practice confidence

topic interest(t)  =

∑
n

1.. Npubs t

1 / publication age(n)∑
n

1.. Npubs t

1 / publication age(n)+

∑
u

1.. Nsimilar

profile interest(u,t)_____
Nsimilar

γ

profile interest(u,t) = interest of user u in topic t * CoP confidence
new-user initial profile = (t, topic interest(t))*

 

Figure 9. New-user initial profile algorithm 

 

The task of populating and maintaining the ontology of user 
research interests is left to the recommender system. The 
recommender system compiles user profiles on a daily basis, and 
these profiles are asserted into the ontology when ready. Figure 10 
details the structure of these profiles. In this way up-to-date 
interests are maintained, providing a solution to the interest 
acquisition problem. The interest data is used alongside the more 
static information within the ontology to improve the accuracy of 
the OntoCoPI system. 

user profile = (topic, interest)*
topic = research topic
interest = interest value  

Figure 10. Daily profiles sent to the AKT ontology 

 

7.1 Example of system operation 
When the Quickstep recommender system is first initialised, it 
retrieves a list of people and their publication URLs from the 
ontology. Quickstep analyses these publications and classifies 
them according to the research topic hierarchy in the ontology. 
Paper topics are associated with their date of publication, and the 
‘new-system initial profile’ algorithm used to compute a set of 
initial profiles for each user. 

Tables 1 and 2 shows an example of this for the user Nigel 
Shadbolt. His publications are analysed and a set of topics and 
dates formulated. The ‘new-system initial profile’ algorithm then 
computes the interest values for each topic. For example, 
‘Knowledge Acquisition’ has one publication two year old (round 
up) so its value is 1.0 / 2 = 0.5. 

 

Table1. Publication list for Shadbolt 

Publication Date Topic 

Capturing Knowledge of User 
Preferences: ontologies on 
recommender systems 

2001 
Recommender 

systems 

Knowledge Technologies 2001 
Knowledge 
Technology 

The Use of Ontologies for 
Knowledge Acquisition 

2001 Ontology 

Certifying KBSs: Using 
CommonKADS to Provide 
Supporting Evidence for Fitness for 
Purpose of KBSs 

2000 
Knowledge 

Management 

Extracting Focused Knowledge from 
the Semantic Web 

2000 
Knowledge 
Acquisition 

Knowledge Engineering and 
Management 

2000 
Knowledge 

Management 

…   

 

Table2. Example of new-system profile for Shadbolt 

Topic Interest 

Knowledge Technology\Knowledge Management 1.5 

Knowledge Technology\Ontology 1.0 

AI\Agents\Recommender Systems 1.0 

Knowledge Technology\Knowledge Acquisition 0.5 

…  
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At a later stage, after Quickstep has been running for a while, a 
new user registers with email address sem99r@ecs.soton.ac.uk. 
OntoCoPI identifies this email account as that of Stuart 
Middleton, a PhD candidate within the department, and returns 
the ranked and normalised communities of practise list displayed 
in table 3. This communities of practise list is identified using 
relations on conference attendance, supervision, authorship, 
research interest, and project membership, using the weights 0.4, 
0.7, 0.3, 0.8, and 0.5 respectively. De Roure was found to be the 
closest person as he is Middleton’s supervisor, and has one joint 
publication co-authored with Middleton and Shadbolt. The people 
with 0.82 values are other supervisees of De Roure. Alani 
attended the same conference that Middleton went to in 2001.  

 

Table 3. OntoCoPI results for Middleton 

Person 
Relevance 

value 
Person 

Relevance 
value 

DeRoure 1.0 Alani 0.47 

Revill 0.82 Shadbolt 0.46 

Beales 0.82   

 

The communities of practise list is then sent to Quickstep, which 
searches for matching user profiles. These profiles will be more 
accurate and up to date than those initially created profiles based 
on publications. Quickstep manages to find the profiles in table 4 
in its logs. 

 

Table 4. Profiles of similar people to Middleton 

Person Topic Interest 

AI\Distributed Systems 1.2 
DeRoure 

AI\Agents\Recommender Systems … 0.73 

AI\Agents\Mobile Agents 1.0 
Revill 

AI\Agents\Recommender Systems … 0.4 

Knowledge Technology\Knowledge 
Devices 

0.9 
Beals 

AI\Agents\Mobile Agents … 0.87 

Knowledge Technology\Ontology 1.8 
Alani Knowledge Technology\Knowledge 

Management\ CoP … 
0.7 

Knowledge Technology\Knowledge 
Management 

1.5 
Shadbolt 

AI\Agents\Recommender Systems … 1.0 

 

These profiles are merged to create a profile for the new user, 
Middleton, using the ‘new-user initial profile’ algorithm with a γ 
value of 2.5. For example, Middleton has a publication on 
‘Recommender Systems’ that is 1 year old and DeRoure, Revill 
and Shadbolt have interest in ‘Recommender Systems’ – this 
topics value is therefore 1/1 + 2.5/5 * 
(1.0*0.73+0.82*0.4+0.46*1.0) = 1.76. Table 5 shows the resulting 
profile. 

 

Table 5. New-user profile for Middleton 

Topic Interest 

AI\Agents\Recommender Systems 1.76 

AI\Agents\Mobile Agents 0.77 

AI\Distributed Systems 0.6 

Knowledge Technology\Ontology 0.42 

Knowledge Technology\Knowledge Devices 0.37 

Knowledge Technology\Knowledge Management  0.35 

Knowledge Technology\Knowledge Management\ 
CoP 

0.16 

…  

 

Every day Quickstep’s profiles are updated and automatically fed 
back to the ontology, where they are used to populate the research 
interest relationships of the relevant people. 

8. EMPIRICAL EVALUATION 
In order to evaluate the effect both the new-system and new-user 
initial profiling algorithms have on our integrated system, we 
conducted an experiment based around the browsing behaviour 
logs obtained from the Quickstep [18] user trials. The algorithms 
previously described are used, as per the example in the previous 
section, and the average performance for all users calculated. 

8.1 Experimental approach 
Users were selected from the Quickstep trials whom had entries 
within the departmental publication database. We selected nine 
users in total, with each user typically having one or two 
publications. 

The URL browsing logs of these users, extracted from 3 months 
of browsing behaviour recorded during the Quickstep trials, were 
then broken up into weekly log entries. Seven weeks of browsing 
behaviour were taken from the start of the Quickstep trials, and an 
empty log created to simulate the very start of the trial. 

Eight iterations of the integrated system were thus run, the first 
simulating the start of the trial and others simulating the following 
weeks 1 to 7. Interest profiles were recorded after each iteration. 
Two complete runs were made, one with the ‘new-system initial 
profiling’ algorithm and one without. The control run without the 
‘new-system initial profiling’ algorithm started with blank profiles 
for each of its users. 

An additional iteration was run to evaluate the effectiveness of the 
‘new-user initial profile’ algorithm. We took the communities of 
practice for each user, based on data from week 7, and used the 
‘new-user initial profile’ algorithm to compute initial profiles for 
each user as if they were being entered onto the system at the end 
of the trial. These profiles were recorded. Because we are using an 
early prototype version of OntoCoPI, communities of practice 
confidence values were not available; we thus used confidence 
values of 1 throughout this experiment. 

In order to evaluate our algorithms effect on the cold-start 
problem, we compared all recorded profiles to the benchmark 
week 7 profile. This allows us to measure how quickly profiles 
converge to the stable state existing after a reasonable amount of 
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behaviour data has been accumulated. The quicker the profiles 
move to this state the quicker they will have overcome the cold-
start. 

Week 7 was chosen as the cut-off point of our analysis since after 
about 7 weeks of use the behaviour data gathered by Quickstep 
will dominate the user profiles. The effects of bootstrapping 
beyond this point would not be significant. If we were to run the 
system beyond week 7 we would simply see the profiles 
continually adjusting to the behaviour logged each week. 

8.2 Experimental results 
Two measurements were preformed when comparing profiles to 
the benchmark week 7 profile. The first, profile precision, 
measures how many topics were mentioned in both the current 
profile and benchmark profile. Profile precision is an indication of 
how quickly the profile is converging to the final state, and thus 
how quickly the effects of the cold-start are overcome. The 
second, profile error rate, measures how many topics appeared in 
the current profile that did not appear within the benchmark 
profile. Profile error rate is an indication of the errors introduced 
by the two bootstrapping algorithms. Figure 11 describes these 
metrics. 

It should be noted that we are not measuring the absolute 
precision and error rate of the profiles – only the relative precision 
and error rate compared to the week 7 steady state profiles. 
Measuring absolute profile accuracy is a very subjective matter, 
and we do not attempt it here; we are only interested in how 
quickly profiles reach their steady states. A more complete 
evaluation of Quickstep’s overall profiling and recommendation 
performance can be found in [18]. 

Ncorrect Number of user topics that appear in current
profile and benchmark profile

Nmissing Number of user topics that appear in benchmark 
profile but not in current profile

Nincorrect Number of user topics that appear in current
profile but not in benchmark profile

Nusers Total number of users

profile error rate =
______________________
Ncorrect + Nincorrect + Nmissing

Nincorrect

profile precision =
Ncorrect + Nmissing

Ncorrect
_____________

Nusers

1
_____ ∑

1.. Nusers

user

Nusers

1
_____ ∑

1.. Nusers

user

Ncorrect Number of user topics that appear in current
profile and benchmark profile

Nmissing Number of user topics that appear in benchmark 
profile but not in current profile

Nincorrect Number of user topics that appear in current
profile but not in benchmark profile

Nusers Total number of users

profile error rate =
______________________
Ncorrect + Nincorrect + Nmissing

Nincorrect
______________________
Ncorrect + Nincorrect + Nmissing

Nincorrect

profile precision =
Ncorrect + Nmissing

Ncorrect
_____________
Ncorrect + Nmissing

Ncorrect

Ncorrect + Nmissing

Ncorrect
_____________

Nusers

1
_____
Nusers

1
_____ ∑

1.. Nusers

user

Nusers

1
_____
Nusers

1
_____ ∑

1.. Nusers

user

 

Figure 11. Evaluation metrics 

 

The results of our experimental runs are detailed in figures 12 and 
13. The new-user results consist of a single iteration, so appear on 
the graphs as a single point. 

At the start, week 0, no browsing behaviour log data is available 
to the system so the profiles without bootstrapping are empty. The 
new-system algorithm, however, can bootstrap the initial user 
profiles and achieves a reasonable precision of 0.35 and a low 
error rate of 0.06. We found that the new-system profiles 
accurately captured interests users had a year or so ago, but 

tended to miss current interests. This is because publications are 
generally not available for up-to-date interests. 

As we would expect, once the weekly behaviour logs become 
available to the system the profiles adjust accordingly, moving 
away from the initial bootstrapping. On week 7 the profiles 
converge to the benchmark profile. 

The new-user algorithm result show a more dramatic increase in 
precision to 0.84, but comes at the price of a significant error rate 
of 0.55. The profiles produced by the new-user algorithm tended 
to be very inclusive, taking the set of similar user interests and 
producing a union of these interests. While this captures many of 
the new users real interests, it also included a large number of 
interests not relevant to the new user but which were interesting to 
the people similar to the new user. 
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Figure 12. Profile precision 
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Figure 13. Profile error rate 

 

Since error rate is measured relative to the final benchmark profile 
of week 7, all the topics seen in the behaviour logs will be present 
within the benchmark profile. Incorrect topics must thus come 
from another source – in this case bootstrapping on week 0. This 
causes error rates to be constant over the 7 weeks, since the 
incorrect topics introduced on week 0 remain for all subsequent 
weeks. 

9. DISCUSSION 
Cold-starts in recommender systems and interest acquisition in 
ontologies are serious problems. If initial recommendations are 
inaccurate, user confidence in the recommender system may drop 
with the result that not enough usage data is gathered to overcome 
the cold-start. In regards to ontologies, up-to-date interests are not 
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generally available from periodically updated information sources 
such as web pages, personal records or publication databases. 

Our integration of the Quickstep recommender system, AKT 
ontology and OntoCoPI system has demonstrated one approach to 
reduce both the cold-start and interest-acquisition problems. Our 
practical work suggests that using an ontology to bootstrap user 
profiles can significantly reduce the impact of the recommender 
system cold-start problem. It is particularly useful for the new-
system cold-start problem, where the alternative is to start with no 
information at all. Regularly feeding the recommender systems 
interest profiles back to the ontology also clearly assists in the 
acquisition of up-to-date interests. A number of issues have, 
however, arisen from our integration. 

The new-system algorithm produced profiles with a low error rate 
and a reasonable precision of 0.35. This reflects that previous 
publications are a good indication of users current interests, and 
so can produce a good starting point for a bootstrap profile. 
Where the new-system algorithm fails is for more recent interests, 
which make up the remaining 65% of the topics in the final 
benchmark profile. To discover these more recent interests, it is 
possible that the new-system algorithm could be extended to take 
some of the other information available within the ontology into 
account, such as the projects a user is working on. To what degree 
these relationships will help is difficult to predict however, since 
the ontology itself has great difficulty in acquiring knowledge of 
recent interests. 

For the purposes of our experiment, we selected those users who 
had some entries within the universities on-line publication 
database. There were some users who had not entered their 
publications into this database or who have yet to publish their 
work. For these users there is little information within the 
ontology, making any new-system initial profiles of little use. In a 
larger scale system, more sources of information would be needed 
from the ontology to build the new-system profiles. This would 
allow some redundancy, and hence improve robustness in the 
realistic situation where information is sparsely available.  

The community of practice for a user was found not to be always 
relevant based on our selection of relationships and weights. For 
example, Dave de Roure supervises Stuart Middleton, but Dave 
supervises a lot of other students interested in mobile agents. 
These topics are not relevant to Stuart, which raises the question 
of how relevant the supervision relationship is to our 
requirements, and how best to weight such a relationship. Further 
experiments are needed to identify the most relevant settings for 
community of practice identification. The accuracy of our 
communities of practice are also linked to the accuracy of the 
research interest information as identified by the recommender 
system. 

The new-user algorithm achieved good precision of 0.84 at the 
expense of a significant 0.55 error rate. This was because both the 
communities of practice generated for users were not always 
precise, and because of the new-user algorithm included all 
interests from the similar users. An improvement would be to only 
use those interests held by the majority of the people within a 
community of practice. This would exclude some of the less 
common interests that would otherwise be included into the new-
user profile. 

The new-user initial profile algorithm defines the constant γ, 
which determines the proportional significance of previous 
publications and similar users. Factors such as the availability of 
relationship data within the ontology and quality of the 
publication database will affect the choice of value for γ. We used 
a value of 2.5, but empirical evaluation would be needed to 
determine the best value. 

There is an issue as to how best to calculate the “semantic 
distance” between topics within the is-a hierarchy. We make the 
simplifying assumption that all is-a links have equal relevance, 
but the exact relevance will depend on each topic in question. If 
individual weightings were allowed for each topic, a method for 
determination of these weights would have to be considered. 
Alternatively the is-a hierarchy could be carefully constructed to 
ensure equal semantic distance. 

A positive feedback loop exists between the recommender system 
and ontology, making data incest a potential problem. For new 
users there are no initial interest entries within the ontology, so 
new user profiles are not incestuous. If the recommender system 
were to use the communities of practice for more than just initial 
profiles, however, a self-confirming loop would exist and interest 
calculations would be incestuous. 

Finally, a question still remains as to just how good an initial 
profile must be to fully overcome the effects of the cold-start 
problem. If initial recommendations are poor users will not use 
the recommender system and hence it will never get a chance to 
improve. We have shown that improvements can be made to 
initial profiles, but further empirical evaluation would be needed 
to evaluate exactly how much improvement is needed before the 
system is “good enough” for users to give it a chance. 

10. FUTURE WORK 
The next step for the integrated system is to continue to improve 
the set of relationships and weights used to calculate communities 
of practice, and find a more selective ‘new-user initial profile’ 
algorithm. With more precise communities of practice the new-
user bootstrapping error rate should fall substantially. We could 
then conduct a set of further user trials. This would allow the 
assessment of user up-take and use of the integrated system, and 
reveal how improving initial profiles affect overall system usage 
patterns. 

The Quickstep recommender system is currently being extended 
to explore further the idea of using ontologies to represent user 
profiles. A large-scale trial is under way over a full academic year 
to evaluate the new system, which is called the Foxtrot 
recommender system. 
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ABSTRACT
P2P applications for searching and exchanging information over
the Web have become increasingly popular. This has lead to a num-
ber of (usually thematically) focused communities, which allow
efficient searching within such communities, and which use spe-
cific metadata sets to specify the resources stored within the P2P
network. By concentrating on domain and application specific for-
mats for metadata and query languages, however, current P2P net-
works appear to be fragmenting into non-interoperable niche mar-
kets. This contribution describes the open source project Edutella
which builds upon metadata standards defined for the WWW and
aims to provide an RDF-based metadata infrastructure for P2P ap-
plications, building on the recently announced JXTA Framework.
We describe one basic service (query) and an Edutella application
(annotation) within this network, both being built on a common
query language exchange format, and specify the main architecture
and APIs of the Edutella P2P network.

1. BACKGROUND
The advantage of the WWW is that it constitutes a pre-

dominantly decentral paradigm storing information resources in
hypertext like structures. Searching in the WWW, however, typ-
ically follows a client-server model, viz. browser vs. search engine
[16], inheriting the corresponding benefits and pitfalls. To name
some problems, search engines cover only a decreasing percentage
of the information available on the Web and their content is often
not up to date because of the time required for crawling of the Web.

In contrast, information resources in P2P networks are stored
on numerous peers waiting to be queried for these resources. The
querying of peer-to-peer networks allows the comprehensive re-
trieval of up-to-date resources stored at relevant sites. But in order
to achieve this, it requires a query mechanism using some descrip-
tion of the resources managed by these peers.

While in the server/client-based environment of the World Wide
Web metadata are useful and important, for Peer-to-Peer (P2P)
environments that come without underlying hypertext structures
metadata are absolutely crucial. Such metadata are easy to pro-
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vide for specialized cases, but non-trivial for general applications.
The core concern of our research therefore is to develop a general
infrastructure for combining metadata with P2P networks.

In the context of educational resources for example, which we
are currently focusing on, P2P-based approaches are more flexi-
ble than centralized approaches like Client-Server computing, with
several advantages for the participating institutions. As content
providers in a P2P network they do not loose control over their
learning resources but still provide them for use within the net-
work. As content consumers, both teachers and students, benefit
from having access not only to a local repository, but to a whole
network, using queries over the metadata distributed within the net-
work to retrieve required resources.

Recent P2P applications have been very successful for special
cases like exchanging audio files. However, retrieving MP3 coded
audio files using title and author does not need complex query lan-
guages nor complex metadata, so special purpose formats for these
P2P applications have been sufficient. Metadata in Gnutella are
limited to a file name and a path. This is fine for queries looking
for the song “Madonna - Like a Virgin”, but cannot be extended
to something like “Introduction to Algebra - Lecture 23”. For ed-
ucational resources, queries are more complex and have to build
upon standards like IEEE-LOM/IMS [2] metadata with up to 100
metadata entries, which might even be complemented by domain
specific extensions.

Furthermore, by concentrating on domain specific formats, cur-
rent P2P implementations appear to be fragmenting into niche mar-
kets instead of developing unifying mechanisms for future P2P ap-
plications.

In order to facilitate interoperability and reusability of edu-
cational resources, we need to provide an infrastructure flexible
enough to accommodate complex and varying metadata sets, and
avoid creating another special purpose application suitable only for
a specific application area which is outdated as soon as metadata re-
quirements and definitions change. The Edutella infrastructure [4]
therefore builds on the W3C metadata standard RDF(S) [1], and
uses a standard query model suitable for this formalism, based on
Datalog, to exchange queries throughout the Edutella network.

For the local user, the Edutella network transparently pro-
vides access to distributed information resources, and different
clients/peers can be used to access, retrieve and update these re-
sources. The service and the peer that we will describe in more de-
tail in this paper are querying and annotating resources distributed
in the Edutella P2P network, respectively.

Query Service. The Edutella query service is the most basic
service within the Edutella network. Peers register queries they
may be asked through the query service (i.e. by specifying sup-
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ported metadata schemas (e.g. “this peer provides metadata accord-
ing to the LOM 6.1 or DCMI standards”) or by specifying individ-
ual properties or even values for these properties (e.g. “this peer
provides metadata of the form dc title(X,Y)” or “this peer provides
metadata of the form dc title(X,’Artificial Intelligence’)”). Queries
are sent through the Edutella network to the subset of peers who
have registered with the service to be interested in this kind of
query. The resulting RDF models are sent back to the requesting
peer.

Edutella Annotation. In order to be able to meet the require-
ments of being applicable in a wide range of application scenarios,
the Edutella annotation tool must be independent from a particu-
lar domain. For instance, it may not just offer annotation for IEEE
LOM, but rather it must support a wide range of semantic defini-
tions as it is possible in RDF schema. In order to approach this
objective, we investigate two orthogonal dimensions for metadata
creation based on which we may emulate all annotation schemes
we know of.

Building on the JXTA P2P Framework. JXTA is an Open
Source project [5] supported and managed by Sun Microsystems.
In essence, JXTA is a set of XML based protocols to cover typical
P2P functionality. It provides a Java binding offering a layered ap-
proach for creating P2P applications (core, services, applications).
In addition to remote service access (such as offered by SOAP),
JXTA provides additional P2P protocols and services, including
peer discovery, peer groups, peer pipes, and peer monitors.

Figure 1, reproduced from [5], specifies the different layers
within the JXTA architecture.

Figure 1: JXTA Layers

JXTA provides a layered architecture that fits very nicely into the
Edutella application scenarios:

� Edutella Services (described in web service languages like
DAML-S or WSDL, etc.) complement the JXTA Service
Layer, building upon the JXTA Core Layer1, and

� Edutella Peers live on the Application Layer, using the func-
tionality provided by these Edutella services as well as pos-
sibly other JXTA services.

On the Edutella Service layer, we define data exchange formats
and protocols (how to exchange queries, query results and other
metadata between Edutella Peers), as well as APIs for advanced
functionality in a library-like manner. Applications like reposito-
ries, annotation tools or GUI interfaces connected to and accessing
the Edutella network are implemented on the application layer.
1A previous prototype from our group, implemented this summer
to gain experiences with the JXTA and JXTAsearch framework, ex-
tended the JXTAsearch service (the prototype and our experiences
with it are described in [13]), but building directly on the JXTA
Core services makes a more flexible design possible.

In section 2, we discuss the Edutella query service and the
common data model (ECDM), which provides the basis for the
Edutella query exchange language and format implementing dis-
tributed queries over the Edutella network, as well as the basic
Edutella API for query and registration/distribution peers. Sec-
tion 3 discusses the annotation application that connects to the
Edutella network in order to exploit existing metadata as well as
create and provide new metadata to the network.

2. EDUTELLA QUERY SERVICE

2.1 The Query Mechanism
The Edutella Query Service is intended to be a standardized

query exchange mechanism for RDF metadata stored in distributed
RDF repositories and is meant to serve as both query interface for
individual RDF repositories located at single Edutella peers as well
as query interface for distributed queries spanning multiple RDF
repositories. An RDF repository (or knowledge base) consists of
RDF statements (or facts) and describes metadata according to ar-
bitrary RDFS schemas.

To enable a peer to participate in its network, Edutella uses wrap-
pers based on both a common datamodel and a common query ex-
change format. For communication within the Edutella network the
wrapper translates the local data model into the Edutella common
data model (ECDM) and vice versa, and connects to the Edutella
Network using the JXTA P2P primitives, transmitting the queries
based on the ECDM in RDF/XML form. In order to describe
and handle different query capabilities of a particular peer, we de-
fine several RDF-QEL-i exchange language levels with increasing
expressiveness: Currently we have defined language levels RDF-
QEL-1, -2, -3, -4 and -5 (see [11]). The most simple language
(RDF-QEL-1, purely conjunctive queries) can be expressed as un-
reified RDF graph, the more complex ones are more expressive
than RDF itself, and therefore have to be expressed using reified
RDF statements (e.g. RDF-QEL-3 covers relational algebra, RDF-
QEL-4 incorporates Datalog). However, all language levels can be
represented through the same internal ECDM data model.

Figure 2: Knowledge Base as RDF Graph

The example presented throughout our paper, we will use a sim-
ple RDF knowledge base and a simple query on the knowledge base
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depicted in Figure 2. Evaluating the query (plain English)

“Return all resources that are a book having the title
’AI’ or that are an AI book.”

we get the query results shown in Figure 3, represented as an
RDF-graph.

Figure 3: Query Results as RDF Graph

2.2 Edutella Common Data Model (ECDM)

2.2.1 Basic Semantics
As common query and datamodel, Edutella peers use Datalog,

a non-procedural query language based on Horn clauses without
function symbols. A Datalog program can be expressed as a set of
rules/implications (where each rule consists of one positive literal
in the consequent of the rule (the head), and one or more negative
literals in the antecedent of the rule (the body)), a set of facts (single
positive literals) and the actual query literals (a rule without head,
i.e. one or more negative literals). Literals are predicate expres-
sions describing relations between any combination of variables
and constants such as title(http://www.xyz.com/book.html, ’Arti-
ficial Intelligence’). Disjunction in a query is expressed by a set of
rules with identical head. A Datalog query then is a conjunction of
query literals plus a possibly empty set of rules.

Datalog queries easily map to relations and relational query lan-
guages like SQL. In terms of relational algebra Datalog is capable
of expressing selection, union, join and projection and hence is a
relationally complete query language. Additional features include
transitive closure and other recursive definitions.

In RDF any statement is considered to be an assertion. We
can view an RDF repository as a set of ground assertions either
using binary predicates as shown above, or as ternary statements
“s(S,P,O)”, if we include the predicate as an additional argument.
In the following query, we use the binary predicate notation.

aibook(X) :- title(X, ’AI’), type(X, Book).
aibook(X) :- type(X, AI-Book).
?- aibook(X).

As our query is a disjunction of two conjunctive subqueries,
its Datalog representation is composed of two rules with identical
heads. The literals in the rules’ bodies directly reflect RDF state-
ments with their subjects being the variable X and their objects
being bound to constant values such as ’AI’. Literals used in the

head of rules denote derived predicates. In our example, the query
expression “aibook(X)” asks for all bindings of X, which conform
to the given Datalog rules and the knowledge base to be queried
(cf. below for results).

2.2.2 ECDM Datamodel and Queries
Figure 4 visualizes the ECDM, as implemented in our current

prototype, as UML diagram. Our Java binding relies on JXTA [5]
and makes extensive use of the Stanford RDF API [10]. The imple-
mentation of all classes shown in figure 4 is found in the Java pack-
age net.jxta.edutella.util.datamodel. All classes
whose names start with RDF represent standard RDF concepts
and correspond to their equivalent counterparts within the Stan-
ford RDF API. These are RDFReifiedStatement, RDFNode,
RDFResource, RDFLiteral and RDFModel.

Queries are represented by EduQuery which ag-
gregates an arbitrary number of rules (EduRule) and
query literals (EduLiteral). EduLiterals are either
RDFReifiedStatements (binary predicates / ternary
statement literals, corresponding to reified RDF statements),
EduStatementLiterals (non-ternary statement literals,
which cannot be expressed as ordinary RDF statements), or
EduConditionLiterals (a condition expression on variables
such as X > 5).

Technically, it is sufficient to define a single instance of
EduLiteral as query literal. However, by using a set of
EduLiteral objects, all query literals together can be interpreted
as the RDF result graph of the EduQuery, as long as the query lit-
erals are all instances of RDFReifiedStatement.

An EduRule consists of an EduStatementLiteral as its
head and an arbitrary number of EduLiterals as its body.
EduStatementLiterals can occur within a rule’s body as
well to allow reuse of other rules and recursion.2

EduVariable objects are ordinary RDF resources with the su-
per class RDFResource. Being of type EduVariable however
marks a resource to be a variable. An additional attribute allows to
specify the label of a variable. Variables may occur in all places
where RDFResources are allowed: As subject, predicate or
object within RDFReifiedStatements as well as arguments
of EduStatementLiterals or EduConditionLiterals.
The class EduVariableBinding introduces a further extension
to EduVariable by providing an actual value for a variable.
Variable values can be either RDFResource or RDFLiteral
objects.

Besides the ECDM data model the Java binding also provides
a package net.jxta.edutella.utilwhich contains classes
for importing queries provided in various languages into the in-
ternal ECDM model or in turn exporting queries from their in-
ternal representation into different syntaxes. The current proto-
type includes the classes SQL (export of SQL queries), Datalog,
RDFQEL1 and RDFQEL3 (all of them supporting import and ex-
port of queries). Any peer can plug in additional classes here to
support further query languages (see [11]).

2Note, that as input format we can even allow arbitrary first order
logic formulas in the body of rules, which then can be transformed
into a set of rules using the Lloyd-Topor transformation [8].
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Figure 4: Edutella Common Data Model (ECDM)

2.2.3 Query Results
As a default, we represent query results as a set of tuples of vari-

ables with their bindings serialized in XML/RDF-format, as speci-
fied in Figure 4, which follows closely the convention of returning
substitutions for variables occuring in queries to logic programs.

Another possibility, which has been explored recently in Web
related languages focusing on querying semistructured data, is the
ability to create objects as query results.

In the simple case of RDF-QEL-1, we can return as answer ob-
jects the graph representing the RDF-QEL-1 query itself with all
Edutella specific statements removed and all variables instantiated.
The results can be interpreted as the relevant sub graph of the RDF
graph we are running our queries against (see Figure 3). When
we use general RDF-QEL-i queries, we assume the structure of the
answer graph to be defined by the subset of binary query literals.
Note, that all variables used in the query literals are assumed to
be existentially quantified, so if they are not instantiated during the
query evaluation, they are represented as anonymous nodes in the
RDF answer graph.

In the ECDM, EduResult is an abstract super class for dif-
ferent forms of query result representations. Results may be ei-
ther represented as tuples (EduTupleResult objects aggregat-
ing an arbitrary number of EduVariableBindings) or as RDF
graphs (RDFModel objects). In terms of relational algebra each
EduResult object can be interpreted as one row in the result set
of a relational database query. Each EduResult object corre-
sponds to one match for a query. EduResultSet objects ag-
gregate an arbitrary number of EduResult objects and repre-

sent a complete result set for an Edutella query. The individual
results may be either EduTupleResult or RDFModel objects
but they are all required to have the same type. When executing a
query all query literals are evaluated using the necessary rules. Af-
ter query execution a EduQuery object references an appropriate
EduResultSet object pointing to all query results.

Classes within net.jxta.edutella.util also allow the
import and export of query results in various other formats. Cur-
rently implemented are the classes SQL (for import of results pro-
vided as JDBC ResultSets) and GraphViz (for export of
graph description files in GraphViz format allowing to use the free
GraphViz tool to visualize query results).

2.3 Registration Service and Mediators
The wrapper-mediator approach introduced in [17], divides the

functionality of a data integration system into two kinds of subsys-
tems. The wrappers provide access to the data in the data sources
using a common data model (CDM) and a common query lan-
guage. The mediators provide coherent views of the data in the
data sources by performing semantic reconciliation of the CDM
data representations provided by the wrappers. Both common data
model (ECDM) and common query language for the Edutella net-
work have been defined in this paper.

Our simple “wrapping” mediators (see Figure 5) distribute
queries to the appropriate peer with the restriction that queries can
be answered completely by one Edutella peer. Complex ’integrat-
ing’ mediators are discussed in [11].

Registration of peer query capabilities is based on (instantiated)
property statements and schema information, basically telling the

Steffen Staab
54



CONSUMER

PEER

MEDIATOR

PEER

QEL-WRAPPER

PEER

REGISTRATION

DISTRIBUTED

QUERIES

REGISTRATIONS

CONSUMER

PEER

QEL-WRAPPER

PEER

Figure 5: Query Mediator Wrapper

network, which kind of schema the peer uses, with some possible
value constraints. These registration messages have the same syn-
tax as RDF-QEL-1 queries, which are sent from the peer to the reg-
istration / query distribution hub. Additionally, the peer announces
to the hub, which query level it can handle (RDF-QEL-1, RDF-
QEL-2, etc.) Whenever the hub receives queries, it uses these reg-
istrations to forward queries to the appropriate peers, merges the
results, and sends them back as one result set.

The packages net.jxta.edutella.peer,
net.jxta.edutella.provider,
net.jxta.edutella.hub, net.jxta.edutella.consumer
contain interfaces to handle the distributed query mechanisms

Possible other registration methods would include specific term
hierarchies which can be used as property value. A simple version
could be registerPropertyValue().

The query message contains not only the query itself but also
information about query and result type (e.g. QEL-1, QEL-3 for
queries and RDFModel, EduTupleResult for results). The returned
message contains the original query in addition to its results.

3. EDUTELLA ANNOTATION

3.1 RDF(S) Annotation in a Nutshell
In order to easily provide metadata for a particular document,

the annotation service provides a document viewer. Currently, the
document viewer may display HTML pages, an extension for PDF
documents is underway.

Furthermore, the annotation service provides a browser for RDF
schema. This means that a corresponding definition, e.g. Dublin
Core in RDFS3 is loaded into the annotation tool and may be
browsed. Fields for annotation are displayed according to the
schema definition and may either be filled by typing or by mark-
ing and dragging information from the document viewer.

Thereby, annotations and fields for annotations may take quite
a number of different guises. In our context an annotation is a
set of instantiations attached to an HTML document. We distin-
guish (i) instantiations of RDFS classes, (ii) instantiated properties
from one class instance to a datatype instance, and (iii) instantiated
properties from one class instance to another class instance. Class
instances have unique URIs. Instantiations may be attached to par-
ticular markups in the HTML documents, viz. URIs and attribute
values may appear as strings in the HTML text.

For instance, one may decide, (i), to create an identi-
fier for a person by instantiating HTTP://WWW.AIFB.UNI-
KARLSRUHE.DE/WBS/SHA/#HANDSCHUH from the class
DC:CREATOR and for a course HTTP://WWW.AIFB.UNI-
KARLSRUHE.DE/LEHRVERANSTALTUNGEN/

3http://www.ukoln.ac.uk/metadata/resources/dc/datamodel/WD-dc-rdf/.

WINTER/EBIZ+INTELLIGENTWEB/#COURSE from the class
SWRC:SEMINAR. (ii), one may instantiate the attributes of
the first identifier by names like “Siegfried Handschuh” or “Siggi”.
(iii), one may relate instances, e.g. the first with the second
identifier by the property SWRC:TEACHES.

These types of instantiations may be considered one dimension
in the metadata creation process. Another, orthogonal, dimension
is defined by the way annotations are created, used and maintained:

1. Unlinked facts fill fields of the schema. There is no corre-
spondence to the given document that is recognizable by the
machine.

2. Quotations are excerpts from the document. E.g. a name like
“Tim Berners-Lee” may appear in the document and also fill
a field of the RDF schema description.

3. References are pointers to parts of the document. We use
XPointer to select parts of the document. E.g. one may assert
that a particular cell of a HTML table contains the name of
the president of the U.S.A. — and in the right context one
might expect that it is updated if it changes.

By the combination of these two dimensions (and the corre-
sponding implications) we may emulate the metadata structure of
all the different annotation tools that we currently know of (cf. [6]
for a longer list of free and commercial tools).

3.2 Architecture
The Edutella annotation service is composed of the Edutella Peer

structure and the KAON tool-suite 4 [9] incorporating the OntoMat
Plugin Framework5 and Annotation application [6] (cf. Figure 6).

KAON API

Ont-O-Mat Plugin Structure

Ont-O-Mat
Peer

Config

K-Edutella

Wrapper

Local RDF

Repository

...RQLJDBC

KAON API

Ont-O-Mat Plugin Structure

Ont-O-Mat
Peer

Config

K-Edutella

Wrapper

Local RDF

Repository

...RQLJDBC

Figure 6: Ont-O-Mat as Edutella Peer

KAON is a Semantic Web tool suite originally created in
isolation of Edutella. The OntoMat Framework is part of this
tool suite and provides a java-based plug in structure which
allows for loading services dynamically. One such service is
Ont-O-Mat, which constitutes an annotation tool in the sense
described above. Ont-O-Mat uses the KAON API to query
for RDF schema definitions in order to build up its ontology
browser. It queries for instances, attributes and relationships in
order to let its users explore the current state of the knowledge
base, e.g. in order to directly relate HTTP://WWW.AIFB.UNI-
KARLSRUHE.DE/WBS/SHA/#HANDSCHUH with
HTTP://WWW.AIFB.UNI-KARLSRUHE.DE/LEHRVERANSTALTUNGEN/
WINTER/EBIZ+INTELLIGENTWEB/#COURSE.

The KAON API hides the actual implementation of the reposi-
tory and the query language used. For instance, it allows to connect
4http://kaon.semanticweb.org/
5http://annotation.semanticweb.org/
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to a KAON RDF repository via a simple JDBC connection or to a
RQL-based repository. The repository is used in two ways. First, it
stores already available metadata and serves them to Ont-O-Mat via
KAON API in order to allow for coherent metadata. This way, the
chance is increased that there is only one identifier for the person
named “Siegfried Handschuh” at Institute AIFB. Our experiences
have shown that without such service several identifiers for single
persons are created. Second, it stores metadata created by Ont-O-
Mat.

Furthermore, we provide an Edutella Wrapper for KAON (K-
Edutella Wrapper), which — like the corresponding Peer Configu-
rator GUI — is a KAON plugin. The task of the K-Edutella Wrap-
per is to wrap the KAON-API for QEL and vice versa. The K-
Edutella Wrapper calls JXTA lower levels for services like regis-
tration, pipes, etc. in order to connect to the outside world. Thus,
from the point of view of the Ont-O-Mat user, he has a tool that
may directly connect the Edutella network in order to query meta-
data from other peers or provide metadata from his repository.

4. CONCLUSION
Our prototype scenario features a set of (already existing) peers,

which we have extended with the appropriate Edutella wrappers,
and which connect to the Edutella framework with the functionali-
ties local and distributed queries described in Section 2. The first
prototype already contains the QEL query exchange mechanism,
a simple mediatior and the wrapping of different repository peer
types:

1. OLR (Open Learning Repository)[3] based peers using a
subset of IMS/LOM metadata;

2. DbXML-based peers [14] as a prototype for an XML repos-
itory using a simple mapping service to translate from RDF-
QEL-1 queries (conjunctive queries) to Xpath queries over
the appropriate XML-LOM schema;

3. AMOS-II-based peers [15] with local repositories;

4. KAON-based peers [9] allowing remote annotation [6] using
an RDF-based ontology format;

5. Concept-Base, a repository with full datalog capabilities [7].

Moreover the resulting environment will allow the design and
integration of other tools which make use of metadata. In addi-
tion to the Ont-O-Mat, other applications such as Conzilla [12],
which uses graphs to input queries and visualize results, will benefit
from the Metadata enhanced Peer-to-Peer capabilities of Edutella.
These first steps being done, a certain number of ameliorations are
planned. In particular we will have to tackle mechanisms that pro-
vide replication of data implementing a a modification exchange
language (MEL) and that resolve scalability issues like the selec-
tion of appropriate hubs for given queries.
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ABSTRACT
Web publishing systems have to take into account a plethora
of Web-enabled devices, user preferences and abilities. Tech-
nologies generating these presentations will need to be ex-
plicitly aware of the context in which the information is
being presented. Semantic Web technology can be a fun-
damental part of the solution to this problem by explicitly
modeling the knowledge needed to adapt presentations to
a specific delivery context. We propose the development of
a Smart Style layer which is able to process metadata that
describes content and use this metadata to improve the pre-
sentation of the content to human users. In the paper, we
derive the requirements of such a Smart Style layer by con-
sidering Web design from both the document engineering
and graphic design perspectives. In addition, design trade-
offs made by human designers have to be taken into account
for the automated process. After stating the requirements
for a Smart Style layer, we discuss to what extent the cur-
rently available Web technology can be used and what its
limitations are. The limitations are illustrated with exam-
ples of potential future extensions.

Keywords: Semantic Web, Device Independent Author-
ing, Document Engineering, Graphic Design.

Word count: 7150

1. INTRODUCTION
As the Web continues to grow not only in size but also in

complexity, the increasingly varying needs of the intended
audience marks the end of the “one size fits all” era. Delivery
contexts [27] can be characterized in terms of specific user
preferences and abilities, capabilities of the access device
and available network resources. Given this heterogeneity,
any single message needs to be adapted to a particular set
of circumstances. As a minimum requirement, the author’s
intended message needs to be conveyed to the user given the
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constraints imposed by the access device. In addition, the
generated presentation should conform as much as possible
to the preferences of the user and the author [6]. These two
types of adaptation may lead to an explosion of potential
delivery contexts with which current stylesheet technology
is unable to deal.

In previous work, we describe our prototype multimedia
presentation generation system Cuypers [21]. Cuypers gen-
erates multimedia presentations adapted to the constraints
of a specific delivery context. We claim that the particular
solutions deployed within Cuypers realize a level of adap-
tivity that should become generally available on the Web.
This introduces new challenges since the solutions need to
be embedded within the current Web infrastructure. In this
paper, we introduce the concept of Smart Style: an intelli-
gent presentation adaptation layer for the Web that builds
upon two fundamental technologies:

1. Web document engineering technology, including de-
livery formats such as HTML [30], SMIL [29], SVG [10]
and XSL [28], and style and transformation languages
such as CSS [4] and XSLT [7].

2. Semantic Web knowledge representation and metadata
technology, including RDF [24], RDF Schema [25],
DAML+OIL [19] and CC/PP [26].

Currently, Semantic Web technology is primarily deployed
to improve Web-based information gathering and brokerage,
with little attention to improving information presentation.
Our vision is, however, that the Semantic Web infrastruc-
ture should not only play a key role in finding information
on the Web, but also in presenting this information in the
most appropriate way to each individual reader. Our pro-
posed Smart Style layer will deploy Semantic Web technol-
ogy to improve the presentation’s adaptation, aiming for an
optimized design of the presentation that suits the specific
requirements of the user’s delivery context.

In this paper, we derive the requirements for realizing the
Smart Style layer. In section 2, we specify the key design
ingredients of a Web-based presentation from two perspec-
tives: a document engineering and a graphic design perspec-
tive. These allow internal trade-offs to be made in the design
of a presentation. In addition, external forces that influence
the decisions made during the design process are discussed
in section 3. Both sections contribute to a set of require-
ments for Smart Style. Section 4 states to what extent the
requirements are met in terms of the current Web infras-
tructure, identifies gaps and gives suggestions for extending
the current Web infrastructure.
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2. DESIGN PERSPECTIVES
ON WEB PRESENTATIONS

In this section we compare two different perspectives of
creating a presentation: document engineering and graphic
design. The former assumes that the authoring process can
be broken down into a sequence of sub-processes which are
able to operate independently to generate the end result.
The latter assumes a content-provider with a message to be
communicated to a target audience, both of which the de-
signer has to understand exactly before creating the appro-
priate mix of graphics and text to effectively communicate
the client’s message. Both perspectives are valid and need to
be understood before distilling the requirements for a Smart
Style layer.

2.1 Document Engineering Perspective
From a document engineering perspective, it is important

to separate content from style information. The underly-
ing principle is that the essence of the message is contained
in the (XML-structured) text and remains unchanged when
style parameters, such as screen width or font size, are var-
ied. This principle allows the creation of an infrastructure
where the file containing the content, the XML file, can be
created and maintained separately from a style file, such as
a CSS stylesheet. The advantages of this approach are well-
known within the Web community. These include the reuse
of the same content in different contexts and the enforce-
ment of consistent styles across different sets of content [20].

A presentation, however, involves more than applying an
appropriate style to the selected content. A third, and es-
sential, ingredient is the structure of the presentation. The
simple separation of content and style as described above
suffices only when the presentation structure is similar to
the content structure in the underlying XML. If this is not
the case, then a transformation step, such as enabled by
XSLT, is needed to convert the content structure to the de-
sired presentation structure. For example, the lexical order
in a source HTML document might need to be transformed
to the order that is most appropriate in the text-flow of the
target HTML presentation. Alternatively, a more structural
process may be needed, such as a transformation of an XML
document into an XSL formatting object tree.

The document engineering process of creating Web pre-
sentations can be summarized in three steps:

1. select or create the content (typically structured using
XML);

2. define a mapping from content to the presentation
structure that defines, among other things, the most
appropriate order (e.g. by using XSLT);

3. (optionally) refine this presentation structure by ap-
plying preferred style parameters (e.g. by using CSS).

Essential in this approach is the assumption that the three
steps can be carried out independently. Content can be en-
tered into a database by a content-provider. This content
can then be extracted from the database in the desired order
by a server-side script written by a Web-site programmer.
Finally, the preferred style parameters can be determined
(server-side) by a graphic designer’s and/or (client-side) by
the end-user’s stylesheet. For many (database) content-
driven Web sites, this assumption holds. The same applies

to knowledge-driven or model-driven sites (See for example,
[12]). Furthermore, the current Web infrastructure, with
its large number of XML-related tools, is well equipped to
support this process.

2.2 Graphic Design Perspective
Despite the advantages of the document engineering ap-

proach, it also has significant limitations. Specifically, in our
own work on automatically adapting multimedia presenta-
tions to a variety of delivery contexts, generic XML tools
proved to be inadequate (see [21] for details). Current tools
are unable to deal with multimedia content for which it is
not known a priori which transformation and stylesheet are
suitable for displaying the content in a particular context. In
online multimedia databases, for example, multimedia pre-
sentations can be generated from the media items returned
by a database query. Since information about the media
items such as quantity, type, size and size is not known in
advance, template-based solutions cannot be used for de-
termining a suitable presentation structure. Several solu-
tions for this problem have been proposed and include: the
use of large numbers of templates, where selection of the
correct template becomes a problem [9]; constraint-based
approaches, using grammars [31], planners [1] or logic pro-
gramming [21] to generate the constraints; and other model-
driven approaches to automatic presentation generation [3,
13].

Presentation structure plays a much more important role
in multimedia than in text-based applications. Multime-
dia users experience presentation structure primarily as the
sequential arrangement of the constituent media items in
time, as the spatial arrangement on the screen and as paths
of navigational hyperlinks. The presentation structure of
multimedia is more difficult to determine automatically by
stylesheets. For text, stylesheets may change the layout
(e.g. switch from single column to two column, or change
the margins) while preserving the semantic integrity of the
underlying message. For multimedia, changes in the spatio-
temporal arrangement will often have a large impact on the
perceived semantics of the presentation [22]. Multimedia
formats such as SMIL [29] address this problem by allowing
the author to specify the presentation structure explicitly in
the document. This is required because in multimedia the
message is conveyed not only by the individual media items
but also by the spatio-temporal and navigational arrange-
ments of the media items in the presentation. In multimedia
the presentation structure and content are in general not in-
dependent.

The document engineering approach thus needs to be re-
fined for media-centric applications, in which the assump-
tion that content, presentation structure and style are inde-
pendent is false. In contrast to the content-centric approach
in most of the document engineering literature, most of the
graphic design literature features a more balanced perspec-
tive on the relation between content, presentation structure
and style and the roles these three ingredients all play in
conveying the overall message of the presentation. Under-
standing these roles and their dependencies is crucial for
determining the requirements of a Smart Style layer.

Figure 1 illustrates how decisions made in any of the three
sections can influence the other two. We give examples of
how each part of the figure influences the other two parts.
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Figure 1: Dependencies between content, presentation structure, and style.

Presentation structure depends on content.The partic-
ular selection of content items can be used to determine the
presentation structure of the items. For example, suppose
that a number of media items have been selected for presen-
tation. The items fall into three categories, and the presen-
tation structure reflects these categories by first displaying
all items in a single category before displaying the items
from another category. For printed graphics, Williams [32]
advocates the use of spatial layout to express grouping re-
lationships in the underlying content. In multimedia time,
space and links can all be used to communicate the under-
lying grouping relationships [18].

Style depends on content.The content can also influence
the overall style of the presentation. For example, suppose a
number of images are selected to convey the message. They
happen to share a number of color characteristics, which
lead to the choice of particular colors for the background
and main text colors of the presentation. Other aspects,
such as image texture, could, for example, also influence the
selection of appropriate font type faces. Availability of ap-
propriate content may influence the choice of style through,
e.g., using an image as a background for the rest of the pre-
sentation.

Content depends on presentation structure.In the doc-
ument engineering perspective, presentation structure is de-
rived from the original content structure. In practice, how-
ever, when a Web site is created, the presentation struc-
ture, in particular the spatial layout and navigation struc-

ture among sections, is often determined first and the con-
tent created to fit into it. It is difficult, however, to make
these dependencies explicit.

Style depends on presentation structure.The style can
also depend on the presentation structure. For example, if
the presentation structure uses spatial alignment for convey-
ing grouping relationships in the content, then the designer
needs to choose a particular alignment style (e.g. left-, cen-
tered or right-aligned). In figure 2, for example, the title is
centered above the text to convey the grouping relation, in
this case that the title applies both to the explanatory text
and to the example image. Note that the same presenta-
tion structure could have been conveyed using a longer title
aligned left with the chiaroscuro explanation.

Content depends on style.In the document engineering
perspective, style is often perceived as the “add-on” after
the “important” decisions have been made. The “more fun-
damental” choice of content may, however, also depend on
the style. For example, in order to preserve the visual unity
in a presentation, relevant images may be selected for pre-
sentation only if their color histograms or clarity of images
fit in with the style of the presentation as a whole [17]. For
Web-sites aiming for a strong visual effect (e.g. for branding
purposes), the look-and-feel of the site is typically designed
first. The content is selected, manipulated or created to fit
in with the chosen style.
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Presentation structure depends on style.Similarly, an
established style may prescribe certain limits on the spatial
grid and pacing of the presentation. Ideal groupings and
orderings of selected content may have to be put aside for
reasonable alternatives which fit in with consistent use of
margin widths and item alignments throughout the presen-
tation. Similar effects and tensions are possible for temporal
layout. A rhythmic presentation gives a certain desired ef-
fect but may clash with specific durations needed to express
the message at different points in the presentation.

. In addition to the mutual dependencies between each of
the three aspects, local presentation structure or style can
depend on more global presentation structure or style. This
can be used to provide continuity and consistency through-
out the presentation.

In summary, in the graphic design perspective of creat-
ing a presentation, aspects of content, presentation struc-
ture and style depend on each other in ways that are gener-
ally ignored in the document engineering perspective. This
is not to say that document engineering tools are not use-
ful, but rather that the extra dependencies which make the
task of good design so complex require more complex so-
lutions. Since automated adaptation requires finding solu-
tions within this design space, the three aspects of content,
presentation structure and style need to be expressed and
manipulated explicitly.

Being aware of the internal mutual dependencies is neces-
sary but insufficient for finding a satisfactory solution in the
design space. The adaptation also needs to fulfill external
requirements of, e.g., the user and content provider. In the
following section we discuss potential external influences on
the design process.

3. EXTERNAL FORCES
ON THE DESIGN PROCESS

The previous section explains the mutual dependencies
that play a role when making decisions about content, pre-
sentation structure and style. So far, we have limited the
discussion to the dependencies that are internal to the pro-
cess of designing a Web presentation. In this section we dis-
cuss the dependency of design decisions on external forces.

The external forces that influence the design originate di-
rectly from the different interests of the parties involved.
To determine the requirements of an automated system, we
use the following motivating example, based on a typical
scenario with three main parties: a content-provider who
wishes to effectively communicate a message to a user, aided
by a skilled designer.

Examples of forces that originate from the content provider
include the mission of the content provider’s organization
(e.g. making profit by selling books online), the limited avail-
ability of resources (e.g. the amount of time and money the
organization is willing to spend on the design, the amount of
disk space or bandwidth that is available at the server), and
the content provider’s preferences (e.g. the use of company
colors in the Web forms).

Examples of forces that originate from the user include the
user’s needs (e.g. the desire to buy a book), the limitations
imposed by the user’s delivery context (e.g. the user could
be driving a car, have a low bandwidth connection, have
physical disabilities, or have strict time constraints), and

the user’s personal preferences (e.g. user could prefer visual
to textual information, dislike fast cuts in video material,
prefer soft colors to primary colors).

Given a good understanding of the type of forces that play
a role, it is the task of the designer to come up with a design
that best matches the needs of the content provider and the
user. In addition to the forces originating from the content-
provider and the user, there are additional forces originat-
ing from the designer, whose resources are also limited and
might also have personal preferences. Many of these forces
could give rise to conflicts and will require the designer to
make balanced trade-offs. For example, the designer might
decide not to use the soft colors of the organization’s com-
pany logo for users that need to fill in Web-forms while work-
ing in bad lighting conditions.

The role of an intelligent automatic adaptation mecha-
nism is very similar to that of the human designer. Au-
tomatic adaptation also has to deal with forces originat-
ing from content-provider and user, as well as with forces
originating from the adaptation process itself (e.g. limited
computing resources, or personal preferences of the devel-
oper of the adaptation system). For example, in figure 2
the preferred design centers the title across the width of the
screen. In figure 3, however, the client’s platform display is
shorter and the images are not to be scaled — a condition
imposed by the copyright holder to preserve image quality.
This forced our Cuypers system to search for an accept-
able layout design alternative within the given device and
content-provider constraints. We do not claim that we can
build an automated system that could make such decisions
as well as a professional designer. Intelligent adaptation sys-
tems such as Cuypers can, however, make acceptable design
decisions when dealing with these types of trade-offs. Their
intelligence is based on explicit knowledge about the design
space dependencies and external constraints, combined with
an adequate search strategy. These characteristics require
that adaptation be more than the application of a simple
mapping from source to destination format. Rather, it re-
quires heuristic reasoning to find an optimal solution to bal-
ance the forces involved.

The requirements for automated adaptation following from
the discussions here and in section 2 can be stated as follows.

• Explicit knowledge reflecting the internal design de-
pendencies among content, presentation structure and
style discussed in section 2, and external influences
of the delivery context specifying the user’s resources,
preferences and needs, and the content provider’s server
context.

• A transformation method which can take the above
knowledge into account, to make an informed choice in
the internal design space while balancing the external
trade-offs. Note that this transformation method will
not be based on simple mappings.

In the next section we discuss the implications of these re-
quirements for extending the current Web infrastructure.

4. TOWARDS INTELLIGENT STYLESHEETS
The type of adaptation that can be found on the Web

today may seem to be a far cry from the type of intelligent
adaptation discussed in the previous sections. To a certain
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Figure 2: Example SMIL presentation (generated by Cuypers for display on large screen).

extent, however, the current Web infrastructure already pro-
vides a good basis upon which a smarter adaptation layer
could be built. Making this layer work in practice, however,
requires the specification of new standards, and — arguably
more difficult — a sophisticated and seamless embedding of
these new techniques in the current Web framework.

In this section, we give a short overview of how current
Web standards relate to automatic adaptation. We then
discuss the requirements of a Smart Style layer illustrated by
examples of potential extensions of current Web technology.
We use the current Web Recommendations as a basis, and
incorporate, as much as possible, other W3C activity that
is still work in progress.

4.1 Current Web adaptation techniques
To a certain extent, a Web site can already build its

own server-side adaptation techniques by deploying generic
Web technology, such as CSS and XSLT stylesheets, which
can be used to adapt and style XML and HTML content.
These techniques can be combined with commonly used so-
lutions such as filling Web templates with material stored
in databases.

Today’s Web formats also allow client-side adaptation.
Many delivery formats, including HTML, feature basic func-
tionality to improve accessibility. A well-known example is
the alt tag that can be used to provide an alternative, tex-
tual description of the role of an image within an HTML
page. SMIL features a more sophisticated example in the
switch element, which can be used by multimedia authors to
provide alternatives for parts of the presentation depending
on the delivery context. The XSL vocabulary [28] includes
features that allow similar client-side adaptation, including
the role property and the multi-switch formatting object.
The use of metadata also has a huge potential for improving

automatic adaptation. A good example is the work on auto-
matic linearization of SVG documents, to allow synthesized
speech browsing of SVG [16, 11].

The appropriate use of the techniques sketched above al-
ready requires human designers to deal with the design de-
pendencies discussed in section 2 and trade-offs discussed in
section 3. For example, multimedia authors have to make
trade-offs between function and resources for each switch

element in their SMIL presentations, because they need to
match the functionality of their media items against the
available bandwidth and others resources that are required
by these media. The trade-offs between function and pref-
erences in the company color scheme example are similar
to the decisions made when using CSS !important rules,
where designers need to think to what extent the prefer-
ences of the end-user’s stylesheet are allowed to override the
defaults determined in the document’s stylesheet.

These current techniques suffice for applications in which
a human designer has, during authoring time, sufficient in-
formation for making the required design decisions and trade-
offs. For applications for which this information is only avail-
able at the time of the user request, the decisions need to be
made by the adaptation system. The current Web infras-
tructure is, however, insufficient for making run-time design
decisions. In order to move towards the intelligent adapta-
tion and styling advocated in this paper, we need to extend
the current Web framework.

4.2 Communicating delivery contexts
The first ingredient we need is a commonly agreed upon

way to communicate the information upon which we will
base our design decisions. A key requirement is the ability
to communicate delivery contexts. Delivery contexts are re-
quired in order to provide information about the client-side
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Figure 3: Same SMIL presentation, but adapted to the smaller height of the user’s display.

resources that are available and about the personal pref-
erences of the user. Assuming that at least a part of the
adaptation will need to take place on the server, it is essen-
tial to standardize the communication of delivery contexts:
clients need to be able to send the information in a way that
the server understands. A machine-readable description of
a delivery context that can be sent to the server is often
called a profile. Within W3C, work on a common ground
for delivery contexts is currently in progress. CC/PP [26]
provides an RDF-based framework for defining the vocab-
ularies that are needed to define profiles. In addition, it
also provides a small vocabulary that can be reused across
different profiles. A typical example of a CC/PP profile is
the User Agent Profile developed by the WAP Forum [33].
This profile provides a commonly agreed upon mechanism
to communicate the (technical) capabilities of mobile phones
to servers and proxies. The CC/PP framework, however, is
sufficiently flexible to allow the definition of profiles that
focus on more user-centered aspects of a delivery context.

From a technical point of view, CC/PP is built on top
of RDF. CC/PP profiles use RDF statements to describe
the relevant client-side capabilities and preferences. For ex-
ample, figure 4 shows a fragment of a delivery context that
uses CC/PP to inform the server that the client platform
features a 640x480 display.

CC/PP profiles are, at the time of writing, hardly used
on the Web (the WAP industry forms a notable exception).
Communicating delivery contexts between client and server
needs to become standard practice, which is more than an
implementation issue. Additional CC/PP vocabularies need
to be provided, not only to describe the capabilities of the
hardware and software of the user’s device, but also to de-
scribe the needs, environment and personal preferences of
the user.

...

<ccpp:component>

<rdf:Description rdf:about="TerminalHardware">

<rdf:type rdf:resource="HardwarePlatform" />

<ccpp:pix-x>640</ccpp:pix-x>

<ccpp:pix-y>480</ccpp:pix-y>

...

</rdf:Description>

...

</ccpp:component>

Figure 4: Example fragment of a delivery context
specified using CC/PP.

4.3 Supporting metadata
for content description

Clients need to be able to communicate delivery contexts,
but in itself this is insufficient. Many design decisions will
also depend on information that is available at the server-
side. Even when this information is not intended to be pub-
lished on the Web, having commonly used and standardized
solutions for describing and processing it will greatly reduce
the development effort needed to implement a smart, adap-
tive Web site.

Intelligent adaptation systems will need some knowledge
of the function of the content they are adapting. To make
this type of knowledge explicit, appropriate use of meta-
data will be of key importance. Within and outside W3C,
a large amount of work on metadata standardization is cur-
rently in progress, and in most of this work RDF plays a
central role. For example, work on RDF Schema aims at
adding functionality that allows RDF vocabularies to be de-
fined in a standardized way. Ontology languages, such as
DAML+OIL, built on top of RDFS, add features while still
allowing efficient implementations that are able to reason
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about metadata information.
While the current focus of this type of Semantic Web tech-

nology is on the use of metadata to achieve a more intelligent
model for Web-based information retrieval (e.g. improving
search engines), the use of metadata in our Cuypers system
shows that there is also a huge potential in applying this type
of technology for improving the adaptation and presentation
process. Through the use of metadata to make the intended
semantics and function of the content explicit, adaptation
systems are able to make informed decisions during the de-
sign process. For example, suppose an online museum site
has developed an RDF Schema1 for the metadata2 used to
annotate their Web site. Also suppose the site features an
HTML page describing a work by the painter Rembrandt
van Rijn, focusing on the use of chiaroscuro (the painting
technique that uses strong contrasts of light and dark paint-
ings). Figure 5 shows a fragment of the HTML version of
the earlier SMIL presentation.

<div id="allegory">

<h1>Musical Allegory</h1>

<img src="allegory.jpg"/ >

<p>This is hardly just an ordinary group of musicians.

The figures are too exotically dressed in oriental

...

</div>

Figure 5: Example XHTML 1.0 fragment from a
page about a Rembrandt painting.

From an XML markup perspective, all we know is that we
have a fragment with a first level heading, an image and a
text paragraph. The underlying semantics, however, could
be explicitly added by the use of RDF metadata, as shown
in figure 6.

<museum:Painter rdf:ID="Rembrandt">

<museum:fname>Rembrandt</museum:fname>

<museum:lname>Harmenszoon van Rijn</museum:lname>

<museum:painted rdf:resource="#allegory" />

</museum:Painter>

<museum:Painting rdf:about="#allegory">

<museum:title>Musical Allegory</museum:title>

<museum:technique>Chiaroscuro</museum:technique>

</museum:Painting>

Figure 6: RDF metadata of XHTML 1.0 fragment.

This explicitly states that our HTML fragment is an in-
stance of a class Painting, with a title property “Musical
Allegory”, and that there is a Painter instance that has a
painted relation with the painting at hand.

Given such semantic information about the content, and
the explicit descriptions of the delivery context, adaptation
engines should be able to make better decisions about how to
adapt the presentation to a particular situation. For exam-
ple, because the metadata explicitly states that the painting

1Museum schema example adapted from [14].
2Metadata example adapted from [23]).

is using the technique “Chiaroscuro”, an adaptation engine
might decide to add, for non-expert users, a link to the page
describing this technique. This requires an adaptation pro-
cess that takes into account both the delivery context (be-
cause it needs to know that the user is a non-expert) and
metadata (because it needs to know in which conditions it
should add a link). Based on our experience with Cuypers,
we found that most metadata is used for content descriptions
that are defined in terms of the application domain. This
may be sufficient for most information retrieval purposes,
but not for information presentation. Metadata that, for
example, identifies the potential role the content could play
in the presentation is hard to find. In the example above it
was hard to predict on the basis of the metadata whether
the textual description of the “Chiaroscuro” technique is
suitable for non-expert users or not. For the images, it was
hard to determine to what extent images could be resized to
fit the presentation without compromising the information
that was intended to be conveyed.

In general, to improve intelligent adaptation and presen-
tation, metadata annotations of Web content is required.
Annotation should, however, not be confined to information
retrieval, but also facilitate information presentation.

4.4 Processing delivery contexts
and content descriptions

Assuming that the information upon which we base our
design decisions will be available from the Web through the
use of standard Semantic Web technologies such as CC/PP
and RDF, the next ingredient needed for building a Smart
Style layer is an efficient set of tools that allows this in-
formation to be taken into account during the adaptation
process. As described above, many of the current gener-
ation W3C Recommendations already have some features
that address adaptation issues. A first step is to make the
current generation presentation-oriented Web technology in-
teroperable with the next-generation Semantic Web technol-
ogy. For example, CSS stylesheets are currently not able to
take CC/PP profiles into account. CSS has, however, a fea-
ture that is closely related to CC/PP, and allows the spec-
ification of device dependent style rules: the @media rule.
Figure 7 shows an example3 of a stylesheet that uses bigger
fonts on computer screens than on paper printouts of the
same document.

@media print {

body { font-size: 10pt }

}

@media screen {

body { font-size: 12pt }

}

Figure 7: Device dependent style rules as already
supported in CSS2.

A first step towards a CSS syntax that allows more de-
tailed queries is suggested in [15]. In this syntax, queries to
specific device features are allowed. For example, the CSS
media rule for screen display above could be further refined
by adding constraints on the minimum width of the screen,

3Example taken from the CSS2 Specification [4].
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as shown in figure 8. Using the constraints, stylesheets could
take into account the information provided by profiles such
as the example in figure 4.

@media screen and (min-width: 640px) {

body { font-size: 14pt }

}

@media screen and (min-width: 800px) {

body { font-size: 16pt }

}

Figure 8: Detailed media queries using a CSS3 ex-
tension (work in progress).

Even from this extended CSS syntax, however, it is still a
long way to fully CC/PP aware style engines. CC/PP fea-
tures that will affect style application include the ability to
define new profile vocabularies, inheritance mechanisms for
specifying default values and the description of the capabil-
ities of transcoding proxies. Style engines need to be able
to deal with these features in order to take full advantage of
the information specified in CC/PP delivery contexts.

Note that the need to take CC/PP information into ac-
count also applies to XSLT transformation engines. While
the full details of how this could affect future versions of
XSLT are beyond the scope of this paper, one could, for ex-
ample, imagine an extension4 of XSLT’s mode concept. For
example, transformation rules could be selected in a way
similar to that of the media rules in CSS. In such a hy-
pothetical extension (see figure 9) one could, for instance,
define a rule for creating a two column layout only if the
output medium is print and the paper is wider than 17cm.

<xsl:template match="body"

mode="print and (min-width: 17cm)">

...

<fo:region-body column-count="2"/>

...

</xsl:template>

Figure 9: Device dependent rules by extending
XSLT modes (tentative syntax).

In addition to taking information about delivery contexts
into account, stylesheets also need to take into account the
semantic information that is contained in the metadata as-
sociated with the content. Currently, style selector mech-
anisms only match on the syntactic properties of the un-
derlying (XML) document hierarchy. This applies both to
the selector mechanism used by CSS and to the XPath [8]
selectors used by XSLT.

In all examples above, the rules were intended to match on
the <body> element of an HTML document. Similar rules
could be written to match on the syntactic properties of
metadata, e.g. on the XML element and attribute names
that are used to encode the RDF statements in figure 6.

4We are not advocating a specific syntax, but are only claim-
ing that future XSLT transformations need to be able to take
CC/PP-like information into account

Using the current generation CSS and XSLT engines to pro-
cess general metadata it is, however, not practical to match
on the semantic properties of metadata: for CSS and XSLT
processors, RDF is just XML. As a result, it is very hard
to write, for example, a rule that matches on all alterna-
tive XML serializations that are allowed for RDF. A more
serious problem, however, is that it is impossible to write
CSS or XSLT rules that make use of the structural rela-
tions of RDF and RDF Schema, for instance a style rule
that applies to all objects that are instances of a specific
RDFS (sub)class. Neither is it possible to write rules for all
objects that have a certain DAML+OIL-defined ontological
relation, etc. Model-driven Web site management systems
such as OntoWebber [12] are thus forced to develop their
own solutions to associate presentation design elements to
their RDF (and DAML+OIL) data, because CSS and XSLT
are currently not applicable to RDF.

Future, Semantic Web-aware, selector mechanisms could
allow specification of style rules in terms of the RDF seman-
tics expressed in the metadata. This would extend the cur-
rently used CSS and XPath selectors, that are based on the
XML syntax encoding the semantics. Consider the extended
XSLT example rule in figure 10, which uses the RDF-aware
query language RQL [14] for its selector, instead of XPath.

<xsl:template match=

"RQL(http://www.museum.com/schema.rdf#Artifact)">

...

</xsl:template>

Figure 10: Semantic matching of XSLT rules using
RQL selectors (tentative syntax).

The RQL query used would match on all instances of
Artifact and its subclasses. Since our Museum RDF Schema
defines Painting as a subclass of Artifact, the rule above
would match on the semantics and structure of the RDF
metadata describing the painting shown in figure 6, irrespec-
tive of the XML serialization syntax used to encode these
semantics [5].

4.5 Beyond CSS and XSLT style
and transformation rules

Above, we suggested extensions to CSS and XSLT that
would allow stylesheets to take into account delivery con-
texts as specified by CC/PP and content semantics as ex-
pressed by RDF metadata. While taking this type informa-
tion into account is a prerequisite for a Smart Style layer,
this is in itself not sufficient.

Adaptation engines need to be able to search in the de-
sign space sketched in section 2, and make the trade-offs
discussed in section 3. This type of decision process is hard
to define using the simple “if selector matches then apply
rule body” type of current style and transformation rules.

In addition, our experiments with the Cuypers system [21]
allowed us to analyze the adaptation process of multimedia
presentations for which the quantity, type and size of the me-
dia items were not known until run-time. We found that for
these applications, automatic adaptation also requires the
ability to verify the presentations that result from applying
a set of transformation rules. When designing transforma-
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tion rules for dynamic multimedia, one cannot, at author-
ing time, guarantee that the resulting presentation indeed
meets the “hard” constraints imposed by the available re-
sources. We have used the Cuypers system to experiment
with a transformation engine that can evaluate the multi-
media presentations it generates. The system employs back-
tracking to search for alternative rules when the end result
does not meet the constraints imposed by the available re-
sources. For example, even when a specific rule is applied
only for target screens with a certain width, that condition
in itself will not guarantee that the presentation resulting
from applying the rule to media content of unknown size
will indeed meet the maximum width constraints. What is
needed is a means of evaluating the actual width of the final
presentation, and a means of trying alternative rules in case
the presentation did not meet the constraints.

While CSS and XSLT rules cannot be used to specify the
required search strategies, this type of processing is vital for
intelligent adaptive behavior on the Web. The Web thus
requires more sophisticated ways of transforming the com-
bined information provided by delivery contexts, metadata
and the content into meaningful presentations. In future
research, we want to explore how, and to what extent the
combined search, transformation and evaluation techniques
used within our Cuypers system could be made generally
available on the Web.

4.6 Beyond atomic style properties
In addition to improved transformation processes, we also

need to develop better abstractions to reason about the
“soft” constraints imposed by the preferences of the parties
involved. This type of reasoning requires explicit knowledge
of the dependencies discussed in section 2. Taking these
preferences and the associated dependencies into account
will have a large impact on the perceived overall quality
and design of automatic Web presentations. Currently, style
rules work only on the basis of individual style properties.
For example, one can specify the font type or color of a spe-
cific XML element. To what extent the application of these
individual rules yield the desired overall result is hard to
predict in advance, especially when dealing with more com-
plex publishing systems that feature dynamic content, XSLT
transformations, transcoding proxies and CSS stylesheets.
After this process, the font and color of two XML elements
positioned together in the final presentation might not go
well together. Within the graphic design profession, style
guidelines and checklists have been developed that can be
used to avoid such design mistakes (see, for example, [32,
17]). It should be possible to build on this body of knowl-
edge, and at least check the overall presentation against the
most common design flaws. In addition to graphic design,
similar checks could be developed for checking the design of
the overall temporal flow of, and synchronization within, the
presentation [2], and for checking the design of the naviga-
tion and interaction schemes that the presentation exposes
to the end user.

5. CONCLUSIONS
Current Web technology addresses the problem of mul-

tiple delivery contexts through the use of CSS and XSLT
stylesheets. These can be used for transforming presenta-
tion-independent XML documents to specific presentation
formats, such as XHTML, SVG or SMIL. This is suffi-

cient for dealing with a limited number of delivery contexts
per stylesheet but is inadequate for adapting content to the
plethora of delivery contexts for different devices, network
resources and user groups. To solve this problem the Web
is currently missing three key ingredients.

1. Common vocabularies for describing delivery
contexts Web applications need to be able to com-
municate their capabilities and the preferences of their
users so that transformation engines are able to make
informed choices during the presentation generation
or transcoding process. CC/PP already provides a
framework for defining such vocabularies. Commonly
agreed upon vocabularies will be needed for defining
user preferences, device capabilities, network charac-
teristics etc.

2. Intelligent transformation methods Transforma-
tions need to be able to take into account a wide variety
of delivery contexts to generate a presentation corre-
sponding to a particular delivery context. While it is
unrealistic to expect that even an intelligent stylesheet
would be sufficiently powerful to cater for any given
delivery context, our claim is that the current trans-
formation technologies can be significantly improved
in order to allow a substantial increase in flexibility.

3. Explicit metadata and design knowledge Given
the vocabularies for describing delivery contexts, and
given an appropriate transformation method, in the-
ory we would be able to develop adequate intelligent
stylesheets. In practice, however, these stylesheets
would implicitly contain a large amount of design knowl-
edge and domain knowledge. This type of knowledge
should preferably be made explicit and specified declar-
atively, in a similar manner to the explicit and declar-
ative delivery contexts. RDF Schema [25] and
DAML+OIL [19] already provide a framework for en-
coding this type of knowledge. To what extent vocab-
ularies for this type of knowledge can be standardized
remains to be seen, since they may be highly domain
and application specific.

As these three ingredients build directly upon Semantic Web
technology, we believe that only by a synthesis of (future)
Semantic Web tools with the presentation-oriented tools of
the (current) Web, can we hope to address the adaptation
problems discussed.

This brings us to the first Achilles’ heel of our Smart Style
layer: the large amount of current and future W3C Recom-
mendations that currently exist. Many of the Recommen-
dations can be used to address part of the problem, but it
is not clear how they can be used in concert to solve the
overall problem. This paper derives the requirements for an
ambitious goal: automatic adaptation of dynamic text and
multimedia content to the requirements of the individual
user’s delivery context, while respecting the integrity of the
semantics of the content. If we reduce our ambition levels,
however, and “only” aim for taking into account process-
ing context information, this alone would still have major
consequences. To prevent CC/PP from becoming a stand-
alone W3C recommendation that can only be processed with
proprietary tools, we need to clearly define how other rec-
ommendations, including CSS, XSLT, XHTML, SMIL and
SVG operate in the context of CC/PP. From CC/PP-aware
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Web transformations, another step is required towards Se-
mantic Web-aware transformations that also take metadata
semantics into account. This will require tools that can ab-
stract from the underlying XML syntax and operate directly
on the semantics of languages such as RDF, RDFS and
DAML+OIL. Realizing this level of interoperability among
W3C Recommendations will be a huge effort. It should be
clear that the examples given in this paper serve only to il-
lustrate the derived requirements, and should by no means
be regarded as readily applicable solutions to achieve the re-
quired interoperability. Making the current Web infrastruc-
ture interoperate seamlessly with the upcoming Semantic
Web will be a huge challenge and a long term effort.

Finally, the other Achilles’ heel of our Smart Style layer is
the large amount of high quality design and domain knowl-
edge that it requires. Smart Style does not aim at replacing
human designers, but strives for providing applications with
sufficient design knowledge when design decisions cannot be
make by humans. It will require a large amount of human
effort to make this knowledge explicit and it will require even
more work to maintain it and keep it up to date. Given the
problems most authors already have when they are forced to
move from the “what you see is what you get” paradigm of
desktop publishing to the “structured document” paradigm
of XML-based Web publishing, this will not be an easy job.
Having said this, we should also realize that we do not have
to build it overnight: just as the current Web, we can build
the Semantic Web with its Smart Style layer incrementally,
by building new layers on the XML and RDF-based frame-
work that is ready to be used now. Content-providers will
start to use these new layers as soon as there are sufficiently
large economic (e.g. attracting more customers by making
their site accessible from new mobile devices) or legal (e.g.
laws that require sites — including multimedia content —
to be accessible for users with disabilities) incentives.
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Work in progress. W3C Working Drafts are available
at http://www.w3.org/TR, 17 March 2001.

[16] Guillaume Lovet. SVG Linearizer tools. Internship
report and software download. Work in progress.
Document available at
http://www.w3.org/WAI/ER/ASVG/, 25 August
2000.

[17] Mark Oldach. Creativity for Graphic Designers. Narth
Light Books, Cincinnati, Ohio, 1995.

[18] Lloyd Rutledge, Jacco van Ossenbruggen, Lynda
Hardman, and Dick C.A. Bulterman. Structural
Distinctions Between Hypermedia Storage and
Presentation. In Proceedings of ACM Multimedia,
pages 145–150. ACM Press, November 1998.

[19] Frank van Harmelen, Peter F. Patel-Schneider, and

Steffen Staab
66



Ian Horrocks. Reference description of the
DAML+OIL (March 2001) ontology markup language.
http://www.daml.org/2001/03/reference.html.
Contributors: Tim Berners-Lee, Dan Brickley, Dan
Connolly, Mike Dean, Stefan Decker, Pat Hayes, Jeff
Heflin, Jim Hendler, Ora Lassila, Deb McGuinness,
Lynn Andrea Stein, ...

[20] Jacco van Ossenbruggen. Processing Structured
Hypermedia — A Matter of Style. PhD thesis, Vrije
Universiteit, Amsterdam, The Netherlands, April 10,
2001. Also available on
http://www.cwi.nl/∼jrvosse/thesis/.

[21] Jacco van Ossenbruggen, Joost Geurts, Frank
Cornelissen, Lloyd Rutledge, and Lynda Hardman.
Towards Second and Third Generation Web-Based
Multimedia. In The Tenth International World Wide
Web Conference, pages 479–488, Hong Kong, May 1-5,
2001. IW3C2.

[22] Jacco van Ossenbruggen, Lynda Hardman, and Lloyd
Rutledge. Integrating Multimedia Characteristics in
Web-based Document Languages. Technical Report
INS-R0024, CWI, December 2000.

[23] Jacco van Ossenbruggen, Lynda Hardman, and Lloyd
Rutledge. Hypermedia and the Semantic web: A
research agenda. Technical Report INS-R0105, CWI,
2001.

[24] W3C. Resource Description Framework (RDF) Model
and Syntax Specification. W3C Recommendations are
available at http://www.w3.org/TR, February, 22,
1999. Editied by Ora Lassila and Ralph R. Swick.

[25] W3C. Resource Description Framework (RDF)
Schema Specification 1.0. W3C Candidate
Recommendations are available at
http://www.w3.org/TR, 27 March 2000. Edited by
Dan Brickley and R.V. Guha.

[26] W3C. Composite Capability/Preference Profiles
(CC/PP): Structure and Vocabularies. Work in
progress. W3C Working Drafts are available at
http://www.w3.org/TR, 15 March 2001. Edited by
Graham Klyne, Franklin Reynolds, Chris Woodrow
and Hidetaka Ohto.

[27] W3C. Device Independence Principles. Work in
progress. W3C Working Drafts are available at
http://www.w3.org/TR, 18 September 2001. Edited
by Roger Gimson, co-edited by Shlomit Ritz
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ABSTRACT

This paper presents a novel algorithm to discover the hier-
archical document structure by classifying the links between
the document pages. This link classi�cation adds metadata
to the links that can be expressed using Resource Descrip-
tion Framework Syntax [7]. Several well-known programs
automatically generate HTML web pages from di�erent doc-
ument formats such as LaTeX, Powerpoint, Word, etc. Our
interest is in the intertwined HTML web pages generated
by the LaTeX2HTML program [6]. We use the web robot of
the WWWPal System [11] to save the structure of the web
document in a webgraph. Then the web analyzer of the sys-
tem applies our algorithm to discover the semantics of the
links and infer the hierarchical structure of the document.

1. INTRODUCTION

The semantic information of a document is conveyed by
its logical structure. Suppose we are given a collection of
URL's of a web document, along with the up, previous, and
next links, and we are asked to determine the hierarchical
structure of the document. This task can easily be accom-
plished using some standard traversal of the web document.
However, if all the links in the web document are classi�ed
the same, the problem of �nding the document's hierarchical
structure is not trivial. Our hierarchical structure �nding
algorithm solves this nontrivial problem and discovers the
logical structure.
Several well-known programs automatically generate HTML

web pages from di�erent document formats such as LaTeX,
Powerpoint, Word, etc. Our interest is in the HTML web
pages generated by the LaTeX2HTML program [6]. Our al-
gorithm is also applicable to HTML documents produced by
Powerpoint.
This hierarchical discovery problem is related to �nding

a Hamiltonian path in a webgraph. Linearization result-
ing from following the next links from the starting web page
corresponds to a Hamiltonian path. Of course not all Hamil-
tonian paths are meaningful linearizations.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for pro�t or commercial advantage and that copies
bear this notice and the full citation on the �rst page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior speci�c
permission by the authors.
Semantic Web Workshop 2002 Hawaii, USA
Copyright by the authors.

In recent years, a number of software systems have been
developed for the analysis of web pages, such as Mapuc-
cino [8] [9], Microsoft Site Analyst [12] and WWWPal [11].
WWWPal is di�erent because it can handle large graphs
(called webgraphs), has a better display that uses cluster-
ing algorithms, and has a skeletal graph browser. One of
WWWPal's functions is to visualize the output XGMML
�le from the web robot into a graph that represents the
structure of the website. Several drawing algorithms have
been implemented to visualize webgraphs that produce nice
graph layouts. The graph visualization for web documents
generated using the LaTeX2HTML program is not able to
layout the hierarchical structure of the underlying web doc-
ument. See Figure 1. Our algorithm discovers the structure
by classifying the links and then using the semantics of the
links for discovering the hierarchical structure of the web
document.
In the following sections, we describe the problem state-

ment, our algorithm, examples and the report of link classi-
�cation using RDF.

2. PROBLEM STATEMENT AND ANALY­

SIS

2.1 Common Characters in LaTeX2HTML
websites

After several LaTeX2HTML websites (web documents gen-
erated by the LaTeX2HTML program) are examined and
the XGMML �les are generated by a web robot, some in-
sights for the LaTeX2HTML websites are obtained. Most of
the LaTeX2HTML websites contain the following nodes/pages:

1. Table of Contents Node: Most of the LaTeX2HTML
documents have this node at the top, which we can
call the root. It lists all the sections the site covers
much like a book's table of contents.

2. Index Node: This node functions like the book's index
pages, one can go to this node and �nd the terminolo-
gies one is interested in. Then one can go directly to
the content related to the term through the link from
the Index Node.

3. Bibliography Node: This node contains the informa-
tion of the author or some related materials and links.

4. Start Page Node: This is not the same as the Table of
Contents Node, but it includes the same links as the
Table of Contents Node. It is the initial page of the
whole document.
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3. ALGORITHMFORHIERARCHICALSTRUC­

TURE DISCOVERY

Edges in a webgraph represent the links between web
pages. These links can have a type such as: start, next,
prev, chapter, etc. A group of these standard types has
been recommended for HTML 4.0 [10]. When a webgraph
has a hierarchical structure, we would like to visualize the
webgraph as a radial tree drawing so the hierarchical struc-
ture of the document can be clearly seen. For example, the
webgraph of Figure 1 and Figure 2 have the same structure.
We can see that the hierarchical structure of the webgraph
is not evident in Figure 1, but it is easily visible in Figure
2. The only di�erence between these two drawings is that
in Figure 1 the type of the edges are not considered for vi-
sualization, and in Figure 2 the links of type chapter and
section are visualized as tree edges. In Figure 2 we can no-
tice that node 5 is a chapter of Node 1, and nodes 16 to
20 are sections of node 5. We can also notice that each of
the children of node 1 have subtrees, and they are linked
together through next and prev links. Figure 3 shows how
the subtrees of node 1 are linked with the links of type next

and prev.
There are many webgraph instances where the type of the

links is missing. So we have to apply an algorithm to assign
a type to each link of the webgraph. In this subsection we
will explain a novel algorithm to classify the links of a web-
graph that represents the structure of a web document. Our
algorithm will only assign these four types of links: chapter,
section, next and prev The following rules assign types to
the edges of the webgraph:

� The children of the root node that also have a back
link are considered node chapters. Therefore the edges
from the root node to those children are classi�ed as
chapter edges.

� Our algorithm �nds the subtree of the chapter nodes.
The links between these subtrees are classi�ed as next

and prev links.

� Our algorithm orders these subtrees so there is a linear
order of all nodes of the webgraph. This linear order
can be considered the Hamiltonian path of the web-
graph. This order can be used, for example, to make
a linear print out of the web document.

� The subtrees of the webgraph are considered chapters

of the document and each of the chapters have sec-

tions. Hence the previous rules can be applied to these
chapters in order to �nd the subtree sections.

These rules will be applied until all edges are classi�ed so
the chapters and sections are fully resolved. For the purpose
of visualization the chapter and section edges are mapped to
tree edges and a radial tree drawing is applied (Figure 2).
The classi�cation of the edges (or links) algorithm has

two steps: �rst, the ordering of the children nodes of the
root tree, and second, the traversal of the tree by retrieving
the next node. The �rst task helps us to �nd the �rst child
node and �nd the chapter and section edges; the second task
linearizes the webgraph and �nds the next and prev edges.
The �rst task is implemented in the function get first child.

This function receives the root node (Start Page Node) of
the subtree and returns the �rst of its children nodes. We

Figure 1: Radial Tree Drawing of a Web Docu-
ment/webgraph

Figure 2: Typed Links Drawing of a Web Docu-
ment/webgraph

Figure 3: Subtrees of Node 1
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Figure 4: Example of the Typed Links Drawing

Node Neighbor Count Count Neighbor

2 8 1 | |
8 2 3 12 1
12 17 1 8 2
17 12 2 22 1
22 17 4 | |

Table 1: Neighbor nodes of the children of the root
node and the counts

found that if we apply Breadth First Search (BFS) starting
at any of the children nodes of the root node, the next child
node is visited at most one time and the previous node is vis-
ited at least one time. For example, in Figure 4, the children
of the root node 1 are nodes 2, 8, 12, 17 and 22. If we apply
BFS starting in child node 12, node 8 is visited two times
and node 17 is visited once. We can conclude that node 8 is
the previous node and node 17 is the next node of node 12.
With this information a table is constructed (Table 1) with
the number of times that BFS visited the next and previous
nodes. Using this table we can conclude what neighbors are
previous and next to each children node of the root node 1.
Previous nodes are the ones whose counts are greater than
one and next nodes are the ones whose counts are exactly
one. Table 2 shows the next and previous node for the chil-
dren of the root node 1 (Figure 4). We can easily see that
the �rst child of node 1 is node 2. Notice that the �rst node
2 does not have a previous node. However, we have to verify
that there is a linear ordering between all the children of the
root node 1 to conclude that node 2 is indeed the �rst node.
If a �rst node is not found, the function get first child
returns a null node and a failure error code.
The algorithm of the second step uses the get first child

function to retrieve the �rst node of the current visited node.
If �rst node is not found, it means that the current node is
a leaf node. Hence, the next node is the neighbor node that
has not been visited yet. This algorithm produces a linear

Node Previous Next

2 | 8
8 2 12
12 8 17
17 12 22
22 17 |

Table 2: Table of previous and next nodes for the
children of the root node

// Linear traversal of the webgraph
int linear traversal(PNODE root)
f
int error = 0;
PNODE next = root;
// chapter edges
classify chapter edges(root);
// Linear traversal
while(next &&error) f
next = get next vertex(next, &error);
g
return error;
g
// Get next node in linear traversal
PNODE get next vertex(PNODE v, int *error)
f
PNODE next;
mark(v);
// get �rst child of children nodes
next = get �rst child(v, error);
// section edges
if(next &&*error)
classify section edges(v);
// leaf nodes
if(!next &&*error) f
next = get unmarked neighbor(v,error);
// next and previous edges
if(next &&*error)
classify next prev edges(v,next);
g
return next;
g

Table 3: Algorithm for classi�cation of the edges of
a webgraph

ordering of the nodes of the webgraph. The edges between
the current node and the not-visited neighbors are classi�ed
as next and prev edges. The edges between the current node
and its children are classi�ed as chapter and section edges.
Table 3 shows the algorithm of the second step of the web-
graph traversal. Once all edges of the webgraph have been
assigned a type, the chapter and section nodes are mapped
to tree edges (black color), the next edges are mapped to for-
ward edges (magenta color), and the prev edges are mapped
to backward edges (green color). Afterwards, a tree or ra-
dial tree drawing can be applied to visualize the hierarchical
structure the webgraph. (Figures 2 and 4).
Our algorithm fails when all the counts of the table of

neighbor nodes (Table 1) are one since we will not be able
to construct the table of previous and next nodes (Table 2).
Without that table we cannot conclude which node is the
�rst node. For example, Figure 5 shows a simple hierarchical
webgraph where we cannot infer what node is the �rst node;
it is either node 2 or 8. When we construct the table of
neighbor nodes all counts are one as shown in Table 4.
Our algorithm is of linear time complexity as each node

gets visited a constant number of times.

4. REPORTOFLINKCLASSIFICATIONUS­

ING RDF
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Figure 5: An example of a Web Document/webraph
where the Algorithm fails.

Node Neighbor Count Count Neighbor

2 3 1 | |
3 4 1 2 1
4 3 1 5 1
5 4 1 6 1
6 5 1 7 1
7 8 1 6 1
8 7 1 | |

Table 4: Neighbor nodes of the children of the root
node and the counts - All being equal to 1 makes
the algorithm fail

The algorithm described in the previous section attaches
semantics to the links and hence the web pages. One may
question the usefulness of the algorithm if the semantics of
hyperlinks, such as up, next and prev is known apriori. We
envisage that explicitly specifying the links in a common
semantic vocabulary will be useful to both the users and
the agents.
As an example, the RDF description for node 9
(http://cbl.leeds.ac.uk/ nikos/doc/www94/subsection3 4 1.html)
of the webgraph of the Figure 3 is as follows:
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<rdf:RDF xmlns:rdf=''http://www.w3.org/1999/02/22-rdf-syntax-ns#''
xmlns:rs=''http://purl.org/net/rdf/papers/sitemap#''
xmlns:dc=''http://purl.org/dc/elements/1.1/''>

<rdf:Description rdf:about=''http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html''>
<dc:title>Common Objections to Automatic Conversion</dc:title>
<rs:prev rdf:resource=''http://cbl.leeds.ac.uk/~nikos/doc/www94/section3_4.html''/>
<rs:next rdf:resource=''http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_1.html''/>
<rs:section rdf:resource=''http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_1.html''/>
<rs:section rdf:resource=''http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_2.html''/>
<rs:section rdf:resource=''http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_3.html''/>
<rs:section rdf:resource=''http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_4.html''/>
<rs:section rdf:resource=''http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_5.html''/>
<rs:section rdf:resource=''http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_6.html''/>
<rs:contents rdf:resource =''http://cbl.leeds.ac.uk/~nikos/doc/www94/tableofcontents3_1.html''/>

</rdf:Description>
</rdf:RDF>

The RDF triples in N-triples format [2] are:

<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html>
<http://purl.org/dc/elements/1.1/title>
"Common Objections to Automatic Conversion" .
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html>
<http://purl.org/net/rdf/papers/sitemap#prev>
<http://cbl.leeds.ac.uk/~nikos/doc/www94/section3_4.html> .
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html>
<http://purl.org/net/rdf/papers/sitemap#next>
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_1.html> .
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html>
<http://purl.org/net/rdf/papers/sitemap#section>
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_1.html> .
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html>
<http://purl.org/net/rdf/papers/sitemap#section>
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_2.html> .
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html>
<http://purl.org/net/rdf/papers/sitemap#section>
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_3.html> .
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html>
<http://purl.org/net/rdf/papers/sitemap#section>
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_4.html> .
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html>
<http://purl.org/net/rdf/papers/sitemap#section>
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_5.html> .
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html>
<http://purl.org/net/rdf/papers/sitemap#section>
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsubsection3_4_1_6.html> .
<http://cbl.leeds.ac.uk/~nikos/doc/www94/subsection3_4_1.html>
<http://purl.org/net/rdf/papers/sitemap#contents>
<http://cbl.leeds.ac.uk/~nikos/doc/www94/tableofcontents3_1.html> .

Notice that we use the Dublin core [DC] and the RDF Sitemap vocabulary [RS].
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5. EXAMPLE

We illustrate the output of our algorithm on a webgraph,
obtained from visiting the LaTeX2HTML website \State of
the Art Review on Hypermedia Issues And Applications" at
http://cbl.leeds.ac.uk/nikos/tmp/hypemedia/hypemedia.html.

Figure 6 shows the radial tree drawing of the web docu-
ment, and Figure 7 shows the hierarchical drawing of the
same web document, where the chapter nodes and section

nodes can be observed.

6. CONCLUSION

This paper is yet another important contribution to the
Semantic Web [1][7][3][4] as we provide semantic classi�ca-
tion of links and the web pages of a LaTeX2HTML website.
This paper also provides a visualization tool based on our
algorithm. This visualization not only draws a pretty graph,
but also semantic content is imparted. Our algorithm can
be extended for other types of documents.
Printing a web document, consisting of a number of web

pages, is a laborious task [1], as each of the web pages has to
be traversed in a linear order. This linearization is obtained
automatically from the hierarchical structure order discov-
ered by our algorithm. WWWPal uses this linearization to
simplify the printing of web documents.
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Figure 6: Radial Tree Drawing of a Web Document
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Figure 7: Hierarchical Tree Drawing of a Web Document
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ABSTRACT
The Resource Definition Framework (RDF) is designed to support
agent communication on the Web, but it is also suitable as a
framework for modeling and storing personal information.
Haystack is a personalized information repository that employs
RDF in this manner. This flexible semistructured data model is
appealing for several reasons. First, RDF supports ontologies
created by the user and tailored to the user’s needs. At the same
time, system ontologies can be specified and evolved to support a
variety of high-level functionalities such as flexible organization
schemes, semantic querying, and collaboration. In addition, we
show that RDF can be used to engineer a component architecture
that gives rise to a semantically rich and uniform user interface.
We demonstrate that by aggregating various types of users’ data
together in a homogeneous representation, we create opportunities
for agents to make more informed deductions in automating tasks
for users. Finally, we discuss the implementation of an RDF
information store and a programming language specifically suited
for manipulating RDF.

1. INTRODUCTION
The Resource Definition Framework (RDF) has been developed
to provide interoperability between applications that exchange
machine-understandable information on the Web [6]. In other
words, RDF is well-suited for facilitating Web Services in
resource discovery, cataloging, content rating, and privacy
policies.

Of course, the expressive power of RDF is more far-reaching than
just agent communication. We postulate that RDF can be well
exploited for managing users’ information. The semistructured
nature of RDF lends itself well to the heterogeneous disposition of
personal information corpora. In addition, since RDF provides a
standard, platform-neutral means for exchanging metadata, it

naturally facilitates sophisticated features such as annotation and
collaboration. In this paper, we propose and demonstrate a
personal information management system that employs RDF as its
primary data model.

1.1 Motivation
The goal of the Haystack project is to develop a tool that allows
users to easily manage their documents, e-mail messages,
appointments, tasks, and other information. Haystack is designed
to address four specific expectations of the user.

First, the user should be allowed maximum flexibility in how he
or she chooses to describe and organize his or her information.
The system should allow the user to structure his or her data in the
most suitable fashion as perceived by the user. Section 2
elaborates on Haystack’s support for user-defined ontologies.

Second, the system should not create artificial distinctions
between different types of information that would seem unnatural
to the user. This point is related to the previous point in that the
system should not partition a corpus simply because different
programs are used to manipulate different parts of that corpus.
Rather, the system should store all of the user’s information in one
homogeneous representation and allow the user to impose
semantics that partition the data appropriately.

Third, the system should allow the user to easily manipulate and
visualize his or her information in ways appropriate to the task at
hand. The user interface should be aware of the context in which
arbitrary information is being displayed and should present an
appropriate amount of detail. We address these issues later in
Section 3 where we discuss Haystack’s user interface.

Fourth, the user should be able to delegate certain information
processing tasks to agents. Regardless of how powerful a user
interface we provide, there will still be many repetitive tasks
facing users, and we feel that users will benefit from automation.
The details of Haystack’s agent infrastructure are given in Section
4.

1.2 Contribution
By addressing these four needs, we show that Haystack is able to
use RDF to extend several profound benefits to users. First, RDF
can be readily exploited to add semantics to existing information
management frameworks and to serve as a lingua franca between
different corpora. On top of this, we provide an ontology that
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supports capabilities including collection-based organization,
semantic categorization, and collaboration and trust management.
By ontology we are referring to a vocabulary that specifies a set of
classes and the properties possessed by objects of these classes.
This ontology enables the user interface to present the user’s
information in a meaningful manner, and it also provides an
abstraction on which agents can run.

Next, we show that RDF can be used to describe the means for
visualizing heterogeneous data. In addition to the obvious
registration metadata found in all component frameworks, RDF
can be used to build user interface specification abstractions that
can be directly manipulated by the user just as other metadata.
This capability opens many doors for user interface engineering
including the realization of a truly uniform interface.

Finally, we discuss the use of RDF for modeling imperative
computational processes. We present a language called Adenine
as a natural means for manipulating metadata and thus writing
agents for Haystack. Adenine programs compile into an RDF
representation, affording them the same ability to be annotated,
distributed, and customized as other documents and information.

1.3 History
The information overload problem has become more and more
evident in the past decade, driving the need for better information
management tools. Several research projects have been initiated to
address this issue. The Haystack project [8] [9] was started in
1997 to investigate possible solutions to this very problem. It aims
to create a powerful platform for information management. Since
its creation, the project has sought a data modeling framework
suitable for storing and manipulating a heterogeneous corpus of
metadata in parallel with a user’s documents. With the
introduction of RDF, a good match was found between the
versatility and expressiveness of RDF and the primary need of
Haystack to manage metadata. The project has recently been
reincarnated to make use of RDF as its primary data model.

1.4 Related Work
There have been numerous efforts to augment the user’s data with
metadata. The Placeless Documents project at Xerox PARC [3]
developed an architecture for storing documents based on
properties specified by the user and by the system. Like Haystack,
Placeless Documents supported arbitrary properties on objects and
a collection mechanism for aggregating documents. It also
specified in its schema access control attributes and shared
properties useful for collaboration. The Placeless Documents
architecture leveraged existing storage infrastructure (e.g. web
servers, file systems, databases, IMAP, etc.) through a driver
layer. Similarly, Haystack takes advantage of the same storage
infrastructure, using URLs to identify documents.

On the surface, the main difference between Placeless’
architecture and Haystack’s is the adaptation of RDF as a standard
for information storage and exchange. Although Haystack and
Placeless share a lot of similarities in the data model layer,
Haystack takes a more ambitious approach to the user interface
problem. Placeless’ Presto user interface focused on facilitating
management of data in general using a predetermined set of
interfaces. In developing Haystack, we are experimenting with
ways to incorporate the customization of user interfaces into the
bigger problem of personalized information management by
providing a platform upon which user interfaces can be modeled
and manipulated with the same facility as other metadata.

There are other systems, many in common use today, that permit
arbitrary metadata annotations on files. The Windows NT file
system (NTFS) supports file system-level user-definable
attributes. WebDAV [2], a distributed HTTP-based content
management system, also permits attributes on documents. Lotus
Notes and Microsoft Exchange, two common knowledge
management server solutions, both support custom attributes on
objects within their databases. However, the metadata are not
readily interchangeable among different environments. Further,
the structure of metadata in these systems is highly constrained
and makes the expression of complex relationships between
objects difficult. For example, these systems do not have first
class support for making assertions about predicates, making it
difficult for the user interface and agents to analyze data
conforming to a foreign ontology dynamically.

The Semantic Web project at the World Wide Web Consortium
(W3C), like Haystack, is using RDF to address these issues of
interchangeability [4]. The focus of the Semantic Web effort is to
proliferate RDF-formatted metadata throughout the Internet in
much the same fashion that HTML has been proliferated by the
popularity of web browsers. By building agents that are capable of
consuming RDF, data from multiple sources can be combined in
ways that are presently impractical. The simplest examples
involve resolving scheduling problems between different systems
running different calendaring servers but both speaking RDF. A
more complex example is one where a potential car buyer can
make automated comparisons of different cars showcased on
vendors' web sites because the car data is in RDF. Haystack is
designed to work within the framework of the Semantic Web.
However, the focus is on aggregating data from users' lives as
well as from the Semantic Web into a personalized repository.

2. DESCRIBING AND ORGANIZING
HETEROGENEOUS INFORMATION
In this section we examine strategies for managing a
heterogeneous corpus. First we examine how users can define
objects using their own ontology. Then we discuss one means for
aggregating objects—the collection—and how it is used in
Haystack to help users organize their information.

2.1 Personalized Ontologies
One of Haystack’s objectives is to facilitate the use of an ontology
for organizing, manipulating and retrieving personal information.
Some classes will be defined in the system ontology, such as those
used for describing queries and collections of objects. Also, some
properties, such as title, language, and description, will be defined
by standard ontologies such as the Dublin Core. Other classes and
properties can be defined by the user to suit his or her own
organization method.

On the surface, the Haystack model may not seem very different
from those of current systems. Programs such as Lotus Notes and
Microsoft Outlook support classes such as e-mail message,
contact, and appointment and provide default properties, including
subject, from, and date. However, whereas the focus of these
products is in providing an efficient and user-friendly means for
maintaining objects with these standardized schemata, Haystack
attempts to facilitate the entry of data using the user’s own class
definitions. This functionality is typically found in relational
database products, where users first specify a structured schema
that describes the data they are entering before populating the
table. In reality however, schema design is usually left for
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database and system administrators, who circulate their designs
toward end users of Notes or Outlook.

This “one size fits all” approach for schema design is far from
perfect. End users are a fundamentally diverse populace, and
people often have their own ideas of what attributes to store for
particular classes of objects. A good example is an address book.
Some people only care about storing one or two phone numbers
and a mailing address, while sales managers may be concerned
with a breakdown of all past contact with a customer as well as
important dates in the customer’s life, such as his or her birthday.
The current approach of making more and more fields built-in to
an address book product is problematic. Software adopting this
approach is often overloading to the user who just wants a simple
address book, yet perhaps not functional enough for the sales
manager. Using a personal database such as Microsoft Access or
FileMaker Pro only aggravates this problem, since users are
forced to rebuild their address books from generic templates and
generic data types.

To solve this mismatch problem, we must examine means for
describing per-user customization. Technologies such as RDF
provide flexible data frameworks upon which customized schema
definitions and metadata can be specified. RDF’s data model
encourages the creation of custom vocabularies for describing the
relationships between different objects. Furthermore, RDF’s XML
syntax makes these personalized vocabulary specifications
portable between different systems. This will be important for
allowing agents to enhance the user’s information, as is discussed
later.

The challenge exists in how to bring this ability to customize a
personal information store to the end user who has no experience
with database administration. To accomplish this, we have
devised tools for helping people manipulate unstructured, semi-
structured, and structured data, abstracting the details of schema
management from end users. These tools are built upon a flexible,
semi-structured RDF data store that Haystack uses to manage
users’ information according to ontologies they choose.

We generalize the problem of editing data based on arbitrary
ontologies by providing a generic metadata editor. This editor
takes advantage of the RDF Schema [7] data within Haystack’s
RDF store in order to present the user with a useful interface to
their data. Future versions will allow users to assign arbitrary
properties (not just those specified by the schema) to objects by
simply typing the name of the property and its value. In this way
users need not be conscientious about schemata, and incidental
properties specific to one object and not to the class can be
entered.

A customized view of an object will often provide a better
interface to the user than a generic tool, when one is available. To
support this we provide a sophisticated platform for describing
these customizations in our prototype user interface tool called
Ozone, discussed in Section 3.

In addition to editing properties of specific objects, it is often
useful to the user to be able to manipulate the relationship
between objects. A graph editor allows users to see a collection of
objects and add and/or remove relationships between these
objects. This idea has been popularized in tools such as Microsoft
Visio, where structures such as flow charts, organization charts,
and business processes can be modeled in a similar fashion.
Further, tools for drawing semantic diagrams by making

connections between concepts have become available. The
Haystack graph editor provides these functionalities to the user
but records this data in RDF, making the semantic diagrams true
representations of “live” data.

2.2 Classifying Information
While users may be interested in customizing how their contact
information is stored in their address books, some abstractions we
argue are best defined by the base system. This prevents the user
from being too bogged down with details of semantic modeling,
while providing the user with out-of-the-box functionality. Here
we discuss one of these key classes, Collection.

A big problem with many document management systems,
including paper-based ones, is the inability to conveniently file
documents in more than one category. Although hierarchical
folders are a useful and efficient means for storing documents, the
hierarchical folder system presents challenges to users who
attempt to use it to categorize documents. Does a document
named “Network Admin Department Budget for 2001” belong in
the “Budget” folder, the “2001” folder, or the “Network Admin”
folder? Supposing an individual finds justification for placing it in
just one of these folders, it is very possible that other users may
have different views on classification and expect the document to
be in a different folder. It may also be the case that some days a
user will be interested in a time-based classification and other
days a department-based classification.

Simply supporting files being in more than one folder at once is
not sufficient. Commonly used modern operating environments
such as Windows and MacOS already provide mechanisms (called
“shortcuts” and “aliases” respectively) for placing objects in more
than one folder. On UNIX systems users can create hard links to
files in more than one directory at once. However, we find
relatively little use of these features for simultaneously classifying
documents into multiple categories.

We postulate that this is because the user interface does not
encourage simultaneous classification. How many programs can
be found whose file save feature prompts the user for all the
possible directories into which to place a file? Many users place
their files into a single directory because they are not willing to
expend the effort to classify files. Of the fraction that are willing,
there is yet a smaller fraction who would be willing to save their
files in one place, then go to the shell to create the hard links into
the other directories.

Collections, like folders, are aggregations of objects; an object
may be a member of more than one collection, unlike folders,
whose interface encourages a strict containment relationship
between folders and objects. This flexible system for grouping
objects together is an important tool for allowing users to organize
objects in any way they choose.

Throughout the Haystack user interface, we provide simple
facilities for specifying membership in more than one collection.
Of course, we support direct manipulation schemes such as drag
and drop between collections. However, as noted earlier, the
system must itself facilitate the placement of objects in multiple
collections in order to be useful. For example, Haystack generates
collections to store the results of queries. Whereas in some
systems, such as Microsoft Outlook, first class membership in
multiple collections is only supported when the collection is a
search result set, this functionality is supported naturally within
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Haystack. Still, we envision the greatest source of multiple
classification will be from agents automatically categorizing
documents for the user.

3. SEMANTIC USER INTERFACE
In addition to modeling data, RDF is used as the medium for
specifying Haystack’s user interface and how Haystack presents
the user’s data. Haystack’s prototype user interface, named
Ozone, uses a custom component architecture, and the user
interface is constructed dynamically at runtime based on
metadata. In this section, we introduce this metadata-based
component architecture, show how it helps construct a uniform
user interface, and describe the benefits such an interface might
bring.

3.1 Component Architecture
The Ozone user interface is constructed from a conglomeration of
parts. An Ozone part is a code-backed component that can
contribute to the user interface in some way. Attributes of each
part are provided in metadata. In particular, the part’s
implementation, the types of data it can render, and the
functionality it provides are described.

3.1.1 Types of Parts
There are four types of parts: layout parts, informative parts,
decorative parts, and view parts. Layout parts are responsible for
segmenting the visual display into distinct spaces and for
positioning other parts in these spaces. Informative parts present
textual and graphical information to the user. Decorative parts
provide decorations such as white margins, line dividers, text
spacing, list separators, etc. Finally, view parts use layout parts,
informative parts, and decorative parts as building blocks in
constructing a unified view of a single object to the user.

Figure 1. Example of different types of parts working together

Figure 1 shows an example of how the various types of parts work
together to present a meeting. Part (a) of the figure shows the end

result while part (b) shows the internal wiring. The view part
responsible for displaying the meeting employs a vertically
splitting layout part to partition the display into two rows: the top
row embeds an informative part that renders the title of the
meeting; the bottom row contains the details of the meeting. The
bottom row in turn contains a stacking layout part that stacks the
three fields “Time,” “Location,” and “Attendees” vertically.

The “Location” field consists of a decorative part that renders the
label “Location:” and a view part that displays the room where the
meeting is held. Note that because the room is a separate entity,
the meeting view part does not attempt to present the room itself
but rather employs another view part specialized to present the
room. (The room is a separate entity because it has been modeled
as a resource rather than as a literal property of the meeting.) The
room view part includes an informative part to display the room’s
title “Room 102,” two decorative parts to show the parentheses,
and yet another view part to display the building where the room
is located.

The “Attendees” field consists of a decorative part that renders the
label “Attendees:” and a view part that shows the collection of
attendees. The collection view part uses a list layout that positions
the collection members sequentially, with decorative parts
showing comma and “and” separators in between. The collection
members are rendered by their own appropriate view parts.

Note that each view part is responsible for displaying exactly one
semantic entity. In Figure 1, there are seven distinct semantic
entities: the meeting, the room, the building, the attendee
collection, and the three individual attendees. If a semantic entity
is related to other semantic entities, the view part for that entity
may incidentally embed view parts for the other entities. The
parent view part determines the appropriate type of each child
view part to embed, so that the nested presentation looks pleasing.
For instance, a small parent view part embeds only small child
view parts.

3.1.2 Part Metadata
Given a semantic entity to present, Ozone queries the RDF store
for the part suitable for displaying the entity. Figure 2 shows an
example of the metadata that links the entity to the suitable part.

In order to display the hs:favorites entity, Ozone queries for any
view instance associated with the entity through the hs:view
predicate.1 If no view instance is found, Ozone determines the
type of the entity (in this case, hs:Collection) and the view class
corresponding to that type (ozone:ListView). Ozone then
instantiates a unique resource that serves as a view instance for
the hs:favorites entity and asserts that the view instance is of that
view class type. The view instance will be persisted thereafter and
it will serve to store custom settings applied by the user while
viewing the corresponding semantic entity. In this example, such
settings include the columns and their order in the list view. Each
type of view instances persists its settings in its own custom
ontology.

1 The hs: prefix denotes a URI belonging to the Haystack
namespace. Note that the idea of views is inherent to the
Haystack ontology, whereas the view parts used to display them
are inherent to Ozone.
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Figure 2. Part metadata example

Once a view instance exists and its view class is known, Ozone
queries for a part whose view domain (ozone:viewDomain) is the
class of the given view instance. In this example, the part
ozone:listViewPart is found. Ozone then finds the implementation
of this part, instantiates the corresponding Java class, and
initializes it with the semantic entity.

3.1.3 Benefits
The ability to encode the user interface in metadata and then
render the interface from that metadata is appealing for a number
of reasons. First, it allows the component architecture to construct
the user interface dynamically at run-time; any change made to
the metadata can be applied immediately. This is not possible with
conventional user interface programming models for which user
interface layouts are compiled into binary resources or code and
loaded at runtime. Any change to such layouts requires
recompilation unless the code is specifically parameterized to
accept runtime customization. Even in rapid application
development tools like Microsoft Visual Basic in which user
interfaces can be built by drag and drop operations, there are two
distinct edit and runtime modes. The user is only allowed to
interact with the application in runtime mode when the user
interface is already fixed and unchangeable. Skinnable
applications also have a similar limitation. Skins are made by skin
designers and then published to users. The users can select which
skins to apply to the applications, but they cannot customize the
skins themselves. Again, there are two distinct design and use
modes that deny the users the power of customizing the user
interfaces themselves. Likewise, web pages have two edit and
view modes: in view mode, the user cannot make modifications.

Our Ozone interface architecture imposes no such modes and
allows the user to make changes to the user interface at runtime.

Note that user interface changes performed by the user are high-
level: they are to programmers’ user interface work as interior
design is to carpentry. In other words, customizing the user
interface is akin to editing a word processing document or
manipulating a spreadsheet. The user is allowed to arrange parts
and apply visual themes over them; all the necessary “carpentry
work” is handled automatically by Ozone. Since arguably there is
no universal interface that suits the needs of every user, this
ability to customize one’s user interface is desirable. In fact, such
personalization features have been explored in simple forms on
several portal web sites like http://my.yahoo.com. We would like
to bring personalization to our information management platform.
In addition to arranging pre-installed parts, the user is offered to
select new parts from a part repository and drag them to desired
locations in the Ozone interface.

One might argue that similar component architectures and
personalization engines have been implemented without the need
for RDF. In fact, anything implemented using RDF can be done
with custom formats. However, what RDF offers is a unified and
extensible framework much needed in the presence of several
incompatible custom formats.

The second benefit of user interface metadata is that, like any
other type of data, the user interface metadata can be saved,
published, and shared. The ability to publish user interface
metadata is particularly attractive. Consider a scenario in which a
new employee enters a company with a large intranet. This
intranet offers countless useful resources to the new employee, but
because of its sheer volume, it is intimidating to get used to.
Fortunately, other employees have over time collected a selection
of Ozone parts that provide access to the most useful features of
the intranet. The new employee can simply make use of these
parts as a starting point. These parts are brought into the
employee’s Haystack and tailored based on his or her preferences.
These parts can interact with the employee’s Haystack and
perform automatic customization that makes Haystack much more
powerful than a static web page listing a set of useful links to the
intranet.

User interfaces, hence, can be evolved by the users for themselves
as their needs emerge and coalesce. Users with different needs
tailor their interfaces differently. Those with similar needs share
their interface layouts. This philosophy relieves the interface
designers from the impossible task of making universal interfaces
that satisfy both expert and novice users. Instead, we provide tools
for the user to tailor his or her own user interface. In addition, by
providing an ontology describing user interface interactions, such
interactions can be tracked automatically and agents can apply
machine learning algorithms to better fit the user interface to the
user’s implicit needs and preferences.

The third benefit of user interface metadata is that the user
interface designer is encouraged to think semantically as he or she
encodes the interface in metadata. Since the interface is rendered
automatically by the component architecture based on a unified
set of semantics, the barrier to creating user interfaces is much
lowered. By removing the burden of fiddling with the interface
“until it works” or “so it looks nice,” we encourage the designer to
think at the level of the user’s semantics rather than at the level of
how the user interface is syntactically constructed. Such
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abstraction leads to consistency, the most advocated property of
user interface [10].

Finally, because the user interface is modeled in RDF just as the
user’s data is, the tools offered by Ozone for allowing the user to
manipulate his or her data are the same as those used when
manipulating the interface itself. For example, the mechanism for
changing a contact’s name is also used for changing the caption of
a button. The mechanism for changing the font in an email
message body can be used to change the font in which all labels
are displayed. In fact, the mechanism for looking up a word in the
body of a document is made available for looking up a menu
command that one does not understand. This uniform fashion in
which all things can be manipulated makes the interface of Ozone
consistent and hence, natural and powerful.

3.2 Uniform User Interface
Using the power of the component architecture, we explore the
concept of a uniform user interface [10]. In such an interface, any
two user interface elements that look semantically identical to the
user afford the same set of actions regardless of context. For
instance, a contact name shown in the “From” column for an
email message in a list view (Figure 3) should expose the same
actions as the same contact name shown in the “From” text field
in the email message window (Figure 4). In Microsoft Outlook
XP and other existing email clients, those two elements provide
almost entirely different sets of actions. The former element is a
dead text string painted as part of the whole list view item
representing the email message. Right-clicking on it is equivalent
to right-clicking anywhere in that list view item. The same context
menu for the whole message is always shown regardless of the
right-click location. The latter element is a control by itself. It
represents a contact object and shows the context menu applicable
to that object when right-clicked. To the user, both elements
represent the same contact object and should give the same
context menu. (Uniformity in this case implies modelessness.)

Figure 3. Actions for a contact name in a list view
(Microsoft Outlook XP)

Figure 4. Actions for a contact name in the email compose
window (Microsoft Outlook XP)

Context menus have been adopted by most operating systems as
the mechanism to query for actions applicable to the indicated
object. However, context menus are rarely used consistently
throughout any user interface. Some user interface elements
afford context menus while others do not. Furthermore, some
context menus do not expose all possible actions that the user
associates semantically with their corresponding objects. Their
inconsistency and incompleteness make context menus less
powerful, and hence, less useful and less widely adopted by users
than they should be. We aim to fix such inconsistency and
incompleteness by providing context menus for all user interface
elements and by systematically constructing the menus from
metadata.2 We believe that this uniformity will make the interface
much easier to use.

In order to construct context menus from metadata, we first note
that every pixel on the screen corresponds to a particular Ozone
part that renders that pixel. If that part is a view part, there is a
corresponding semantic entity that it is responsible for displaying.
That view part can be contained in other outer view parts. All of
these view parts together specify a collection of semantic entities
that underlie the pixel. We postulate that one of these semantic
entities is the thing with which the user wants to interact. To
construct a context menu when that pixel is right-clicked, we
simply list all actions applicable to those semantic entities.

Like semantic entities, Ozone parts can also afford actions. For
instance, the informative part that displays the text “Vineet Sinha”
in Figure 3 allows the user to copy its text. The layout part that
shows the messages in a list view format allows the user to
reorder the columns.

Figure 5 gives a sample context menu that will be implemented
for an upcoming release. The menu is divided into several
sections, each listing the commands for a particular semantic
entity or Ozone part. The email author entity named “Vineet
Sinha” is given the first section. The email message entity is given
the next section. Finally the text label used to display the contact’s
name is given the third section. Commands for other semantic

2 Context menus are not widely adopted also because they are not
currently discoverable. Once discovered, they are very
memorable. We propose labeling the right mouse button “Show
Commands” to make context menus more discoverable.
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entities and parts can be accessed through the “More…” item at
the bottom of the menu. This is only an example of how context
menus can be constructed. The exact order of the sections will be
optimized by user study and feedback.

Figure 5. Sample context menu

Of note in Figure 5 are some capabilities not provided in existing
email clients. In particular, the “Text” section in the menu offers
ways to copy, look up, and spell-check an otherwise dead piece of
text. In other email clients, only text inside email bodies can be
spell-checked. One can also imagine the usefulness of spell-
checking file names [10] and email subjects.

It is arguable that when a user interface element is associated with
several semantic entities and parts, its context menu will be
overloaded. We believe that with proper modeling of
prioritization of commands and in-depth user study, we can
heuristically select the most useful commands to list in the menu.
Other commands are still accessible through “More…” links.
Further, because menu commands are simply members of the
collection of all actions applicable to some semantic entity, the
user can use the mechanism provided by Ozone for browsing and
searching collections to locate particular menu commands. In
existing software, menu commands can only be found by visual
scans.

4. AGENT INFRASTRUCTURE
We now turn our attention to agents, which play an important role
in not only improving the user experience with regards to keeping
information organized, but also in performing tedious tasks or
well-defined processes for the user. We also describe some
underlying infrastructure needed to make writing and using agents
in Haystack efficient and secure.

4.1 Agents
In the past, programs that aggregated data from multiple sources,
such as mail merge or customer relationship management, had to

be capable of speaking numerous protocols with different back-
ends to generate their results. With a rich corpus of information
such as that present in a user’s Haystack, the possibility for
automation becomes significant because agents can now be
written against a single unified abstraction. Furthermore, agents
can be written to help users deal with information overload by
extracting key information from e-mail messages and other
documents and presenting the user with summaries.

As we alluded to earlier, collections can be maintained
automatically by agents. Modern information retrieval algorithms
are capable of grouping documents by similarity or other metrics,
and previous work has found these automatic classifications to be
useful in many situations. Additionally, users can build collections
prescriptively by making a query. An agent, armed with a
specification of what a user is looking for, can create a collection
from the results of a query, and it can watch for new data entering
the system that matches the query.

For example, agents can automatically filter a user’s e-mail for
documents that appear to fit in one or more collections defined by
the user, such as “Website Project” or “Letters from Mom”.
Because membership in collections is not one-to-one, this
classification can occur even while the message remains in the
user’s inbox.

Agents are used in Haystack to automatically retrieve and process
information from various sources, such as e-mail, calendars, the
World Wide Web, etc. Haystack includes agents that retrieve e-
mail from POP3 servers, extract plaintext from HTML pages,
generate text summaries, perform text-based classification,
download RSS subscriptions on a regular basis, fulfill queries, and
interface with the file system and LDAP servers.

The core agents are mostly written in Java, but some are written in
Python. We utilize an RDF ontology derived from WSDL [5] for
describing the interfaces to agents as well as for noting which
server processes hosts which agents. As a consequence, we are
able to support different protocols for communicating between
agents, from simply passing in-process Java objects around to
using HTTP-based RPC mechanisms such as HTTP POST and
SOAP [1].

4.2 Belief
When multiple agents are used to generate the same information,
issues arise as to how to deal with conflicts. For instance, if one
agent is tasked with determining the due date of a document by
using natural language processing and another agent does the
same by extracting the first date from a document, which is to be
believed when there is a conflict? In instances such as this, it is
important that information be tagged with authorship metadata so
the user can make an informed choice of which statement to
choose.

To accomplish this we discuss a part of the system ontology that
is used for describing attributes about actual statements
themselves, such as who asserted them and when they were
asserted. Under the premise that only three values, namely
subject, predicate, and object, are required to describe statements
in our model, it is possible to give statements identifiers and to
assert an author and creation time to the original statement. In
fact, the RDF model prescribes that in order to make statements
about statements, the referent statement must be reified into a
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resource and assigned a URI, and the referring statements can
then use the reified resource in the subject or object field.

This use of reification brings up a subtle issue concerning RDF. In
a document containing RDF, it is assumed that all statements are
asserted to be true by the author. In order to make a statement
about another statement that the author does not necessarily
believe is true, the target statement must exist only in reified form.
In essence, the author is binding a name to a specific statement
with a certain subject, predicate, and object, but is not asserting
the statement to be true, only instead asserting other properties
about that statement using the name.

Keeping track of various levels of trustworthiness is important in
a system that contains statements made by numerous independent
agents, as well as information from users’ colleagues, friends,
family, solicitors, and clients. In order to maintain metadata on the
statements themselves in an information store, one solution is to
have the information store become a “neutral party”, recording
who said what and when those things were said, but not asserting
their truth. This is accomplished by having all statements made by
parties other than the information store reified. (An alternative is
to have one entity—perhaps the user--be at the same trust level as
the data store. However, this results in statements made by the
user being handled in one fashion and those made by others
(which have been reified) handled in a different fashion. For
simplicity of implementation, we keep the data store neutral.)

Once we have a system for recording statement metadata, we can
examine issues of retraction, denial, and expiration of assertions,
i.e., statements asserted by specific parties. Consider an example
where an agent is responsible for generating the title property for
web pages. Some web pages, such as those whose contents are
updated daily, have titles that change constantly. Often users want
to be able to locate pages based on whatever it is they remember
about the page. One approach for handling constant mutations in
the information store is to allow agents to delete a previous
assertion and to replace it with an up-to-date version. However, it
would be powerful to allow users to make queries of the form
“Show me all web pages that had the title Tips for Maintaining
Your Car at some point in time.” By allowing agents to retract
their assertions, queries can still be made to retrieve past or
obsolete information because this information is not deleted.
Additionally, this system permits users to override an assertion
made by an agent by denying the assertion, yet retains the denied
assertion for future reference.

In a system such as this where multiple parties and agents provide
information, we are often concerned with impersonation and
forgery. To solve these problems, we propose supporting digitally
signed RDF. The digital signature permits the information store to
determine and verify the author of statements with certainty. In an
ideal system, users and agents sign all RDF they produce with
assigned digital signatures. However, the W3C is still working on
the details of supporting signed RDF at the statement level, and
the implementation of a digital signature system is beyond the
scope of this project. For our current prototype, identifier strings
are used in place of true signatures.

4.3 Adenine
In a system such as Haystack, a sizeable amount of code is
devoted to creation and manipulation of RDF-encoded metadata.
We observed early on that the development of a language that
facilitated the types of operations we frequently perform with

RDF would greatly increase our productivity. As a result, we have
created Adenine. An example snippet of Adenine code is given in
Figure 6.

The motivation for creating this language is twofold. The first key
feature is making the language’s syntax support the data model.
Introducing the RDF data model into a standard object-oriented
language is fairly straightforward; after all, object-oriented
languages were designed specifically to be extensible in this
fashion. Normally, one creates a class library to support the
required objects. However, more advanced manipulation
paradigms specific to an object model begin to tax the syntax of
the language. In languages such as C++, C#, and Python, operator
overloading allows programmers to reuse built-in operators for
manipulating objects, but one is restricted to the existing syntax of
the language; one cannot easily construct new syntactic structures.
In Java, operator overloading is not supported, and this results in
verbose APIs being created for any object oriented system.
Arguably, this verbosity can be said to improve the readability of
code.

On the other hand, lack of syntactic support for a specific object
model can be a hindrance to rapid development. Programs can end
up being three times as long as necessary because of the verbose
syntactic structures used. This is the reason behind the popularity
of domain-specific programming languages, such as those used in
Matlab, Macromedia Director, etc. Adenine is such a language. It
includes native support for RDF data types and makes it easy to
interact with RDF containers and services.

The other key feature of Adenine is its ability to be compiled into
RDF. The benefits of this capability can be classified as
portability and extensibility. Since 1996, p-code virtual machine
execution models have resurged as a result of Java’s popularity.
Their key benefit has been portability, enabling interpretation of
software written for these platforms on vastly different computing
environments. In essence, p-code is a set of instructions written to
a portable, predetermined, and byte-encoded ontology.

Figure 6. Sample Adenine code

Adenine takes the p-code concept one step further by making the
ontology explicit and extensible and by replacing byte codes with
RDF. Instead of dealing with the syntactic issue of introducing
byte codes for new instructions and semantics, Adenine takes
advantage of RDF’s ability to extend the directed “object code”

# Prefixes for simplifying input of URIs
@prefix : <urn:test-namespace:>

:ImportantMethod rdf:type rdfs:Class

method :expandDerivedClasses ; \
rdf:type :ImportantMethod ; \
rdfs:comment \
"x rdf:type y, y rdfs:subClassOf z => x rdf:type z"

# Perform query
# First parameter is the query specification
# Second is a list of the variables to return,
# in order
= data (query {

?x rdf:type ?y
?y rdfs:subClassOf ?z

} (List ?x ?z))

# Assert base class types
for x in data

# Here, x[0] refers to ?x
# and x[1] refers to ?z
add { x[0] rdf:type x[1] }
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graph with new predicate types. One recent example of a system
that uses metadata-extensible languages is Microsoft’s Common
Language Runtime (CLR). In a language such as C#, developer-
defined attributes can be placed on methods, classes, and fields to
declare metadata ranging from thread safety to serializability.
Compare this to Java, where serializability was introduced only
through the creation of a new keyword called transient. The
keyword approach requires knowledge of these extensions by the
compiler; the attributes approach delegates this knowledge to the
runtime and makes the language truly extensible. In Adenine,
RDF assertions can be applied to any statement.

These two features make Adenine very similar to Lisp, in that
both support open-ended data models and both blur the distinction
between data and code. However, there are some significant
differences. The most superficial difference is that Adenine’s
syntax and semantics are especially well-suited to manipulating
RDF data. Adenine is mostly statically scoped, but has dynamic
variables that address the current RDF containers from which
existing statements are queried and to which new statements are
written. Adenine’s runtime model is also better adapted to being
run off of an RDF container. Unlike most modern languages,
Adenine supports two types of program state: in-memory, as is
with most programming languages, and RDF container-based.
Adenine in effect supports two kinds of closures, one being an in-
memory closure as is in Lisp, and the other being persistent in an
RDF container. This affords the developer more explicit control
over the persistence model for Adenine programs and makes it
possible for agents written in Adenine to be distributed.

The syntax of Adenine resembles a combination of Python and
Lisp, whereas the data types resemble Notation3 [11]. As in
Python, tabs denote lexical block structure. Backslashes indicate a
continuation of the current line onto the next line. Curly braces
({}) surround sets of RDF statements, and identifiers can use
namespace prefixes (e.g. rdf:type) as shorthand for entering full
URIs, which are encoded within angle brackets (<>). Literals are
enclosed within double quotes.

Adenine is an imperative language, and as such contains standard
constructs such as functions, for loops, arrays, and objects.
Function calls resemble Lisp syntax in that they are enclosed in
parentheses and do not use commas to separate parameters.
Arrays are indexed with square brackets as they are in Python or
Java. Also, because the Adenine interpreter is written in Java,
Adenine code can call methods and access fields of Java objects
using the dot operator, as is done in Java or Python. The execution
model is quite similar to that of Java and Python in that an in-
memory environment is used to store variables; in particular,
execution state is not represented in RDF. Values in Adenine are
represented as Java objects in the underlying system.

Adenine methods are functions that are named by URI and are
compiled into RDF. To execute these functions, the Adenine
interpreter is passed the URI of the method to be run and the
parameters to pass to it. The interpreter then constructs an initial
in-memory environment binding standard names to built-in
functions and executes the code one instruction at a time. Because
methods are simply resources of type adenine:Method, one can
also specify other metadata for methods. In the example given, an
rdfs:comment is declared and the method is given an additional
type, and these assertions will be entered directly into the RDF
container that receives the compiled Adenine code.

The top level of an Adenine file is used for data and method
declarations and cannot contain executable code. This is because
Adenine is in essence an alternate syntax for RDF. Within method
declarations, however, is code that is compiled into RDF; hence,
methods are like syntactic sugar for the equivalent Adenine RDF
“bytecode”.

Development on Adenine is ongoing, and Adenine is being used
as a platform for testing new ideas in writing RDF-manipulating
agents.

5. DATA STORAGE
5.1 RDF Store
Throughout this paper we have emphasized the notion of storing
and describing all metadata in RDF. It is the job of the RDF store
to manage this metadata. We provide two implementations of the
RDF store in Haystack. The first is one built on top of a
conventional relational database utilizing a JDBC interface. We
have adopted HSQL, an in-process JDBC-compatible database
written in Java. However, early experiments showed that for the
small but frequent queries we were performing to render Ozone
user interfaces, the RDF store was overloaded by the fixed
marshalling and query parsing costs. Switching to a larger scale
commercial database appears to result in worse performance
because of the socket connection layer that is added in the
process.

To solve these problems we developed an in-process RDF
database written in C++ (we use JNI to connect it to the rest of our
Java code base). By making it specifically suited to RDF, we were
able to optimize the most heavily used features of the RDF store
while eliminating a lot of the marshalling and parsing costs.
However, we acknowledge this to be a temporary solution, and in
the long term we would prefer to find a database that is well-
suited to the types of small queries that Haystack performs.

5.2 Storing Unstructured Content
It is important for us to address how Haystack interacts with
unstructured data in the existing world. Today, URLs are used to
represent files, documents, images, web pages, newsgroup
messages, and other content accessible on a file system or over the
World Wide Web. The infrastructure for supporting distributed
storage has been highly developed over the past decades. With the
advent of technologies such as XML Namespaces and RDF, a
larger class of identifiers called URIs subsumed URLs. Initially,
RDF provided a means for annotating web content. Web pages,
identified by URL, could be referred to in RDF statements in the
subject field, and this connected the metadata given in RDF to the
content retrievable by the URL. This is a powerful notion because
it makes use of the existing storage infrastructure.

However, with more and more content being described in RDF,
the question naturally arises: why not store content in RDF?
While this is certainly possible by our initial assumption that RDF
can describe anything, we argue this is not the best solution for a
couple of reasons. First, storing content in RDF would be
incompatible with existing infrastructure. Second, leveraging
existing infrastructure is more efficient; in particular, using file
I/O and web protocols to retrieve files is more efficient than using
XML encoding.

Hence, we do not require that existing unstructured content be
stored as RDF. On the contrary, we believe it makes sense to store
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some of the user’s unstructured data using existing technology. In
our prototype, we provide storage providers based on HTTP 1.1
and standard file I/O. This means that storing the content of a
resource in Haystack can be performed with HTTP PUT, and
retrieving the content of a resource can be performed with HTTP
GET, analogously to how other resources’ contents (e.g., web
pages) are retrieved. Our ontology uses the Content class and its
derivatives, HTTPContent, FilesystemContent, and LiteralContent
to abstract the storage of unstructured information.

6. PUTTING IT TOGETHER
At this point, we have described ontologies for personal
information management and user interfaces, as well as an agent
infrastructure and a data storage layer. In order to gain a fuller
understanding of how these components work together, we
illustrate an example interaction between the user and Haystack.

Figure 7 shows the user’s home page, which is displayed when
Ozone is first started. Like a portal, the Ozone home page brings
together in one screen information important to the user. This
information is maintained by agents working in the background.
The actual presentation of this information is decoupled from the

agents and is the responsibility of Ozone view parts. For instance,
the home page displays the user’s incoming documents collection,
which is managed by the Incoming Agent. When messages arrive,
the Incoming Agent may decide to enter them into the incoming
documents collection. Similarly, when read messages have been
in the incoming documents collection for some period of time, the
Incoming Agent may decide to remove them. These mutations to
the incoming documents collection are automatically detected by
the collection view part sitting on the home page; the view part
updates the display accordingly. One can envision the Incoming
Agent taking on more intelligent behaviors in the future, such as
moving a message deduced to be important but yet unread to the
top of the collection.

As mentioned earlier, strings of text on the screen corresponding
to appointments, news articles, or e-mail messages are not merely
dead pixels. Instead, users can manipulate them with context
menus and drag and drop them between different areas of the
screen. For example, one can imagine dragging an e-mail from the
incoming documents view to the calendar in order to set up an
appointment. Because the underlying semantic object is connected
to the visual representation, the calendar view part can

Figure 7. Ozone screenshot
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intelligently determine the correct response to the drop operation.

By removing the burden of user interface rendering from the
agents, the software designers are encouraged to enrich the agents
with more capabilities. One can imagine prolific collaboration
between different agents in the Haystack system. For instance,
upon retrieving the weather forecast for today, the Weather Agent
can notify the Calendar Agent of the grave possibility of a snow
storm approaching; the Calendar Agent in turn can attempt to
reschedule the user’s appointments appropriately. In other
systems, especially portals, the focus of a weather agent would be
on rendering the weather as HTML, not interacting with other
agents to maximize end user benefit.

The news applet displays news downloaded from Resource Site
Summary (RSS) feeds of interest to the user. The RSS Agent
downloads news on a periodic basis and incorporates the RSS
files (which are RDF) into the user’s corpus. To take advantage of
the collection view part for displaying news, another agent
translates the news from the RSS ontology into the Haystack
collection ontology. In the future it will be possible to have
another agent filter the RSS feeds for the particular articles
thought to be most interesting to the user.

Furthermore, the layout of the entire home page and all of its
customizations is described in metadata. As with other objects,
this layout can be annotated, categorized, and sent to others.

7. FUTURE WORK
Haystack provides a great platform for organizing and
manipulating users’ information. In this section we touch upon
two topics we are currently investigating that build new
abstractions on top of the data model discussed above.

7.1 Collaboration
Enabling users to work together, exchange information, and
communicate has become an absolutely essential feature of
modern information management tools. The focus of current off-
the-shelf products has been on e-mail and newsgroup-style
discussions. However, the addition of rich metadata manipulation
facilities creates many possibilities for Haystack in fostering
collaboration.

First, Haystack encourages users to have individualized
ontologies, so converting between these ontologies when
exchanging data will need to be examined. Agents can be
instructed in the relationships between different ontologies and
can perform conversion automatically. As an alternative one can
imagine an ontological search engine that is consulted whenever a
user enters data. This way users end up using the same ontologies
to describe similarly-structured data.

Second, security issues arise when sharing data. Support for belief
networks will need to be expanded to allow users to distinguish
their own information from information obtained from others.
Access control and privacy will need to be examined to allow
users to feel comfortable about storing information in Haystack.

Finally, metadata describing individual users’ preferences towards
certain topics and documents can be used and exchanged to enable
collaborative filtering. Sites such as epinions.com promote user
feedback and subjective analysis of merchandise, publications,
and web sites. Instead of going to a separate site, users’ Haystacks
can aggregate this data and, by utilizing the belief network,
present users with suggestions.

7.2 Organization Schemes
We have started to investigate the many ways in which people
organize their personal information in physical form, such as
bookcases and piles. We believe that each method of organization
has different advantages and disadvantages in various situations.
In light of this, we propose to support several virtual organization
schemes simultaneously, such that the user can choose the
appropriate organization scheme to use in each situation. Different
schemes act like different lenses on the same corpus of
information. We will provide agents that help the user create and
maintain these organization schemes.
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