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Abstract

The report documents the program and outcomes of Dagstuhl Seminar 18061 “Evidence About Programmers for Programming Language Design”. The seminar brought together a diverse group of researchers from the fields of computer science education, programming languages, software engineering, human-computer interaction, and data science. At the seminar, participants discussed methods for designing and evaluating programming languages that take the needs of programmers directly into account. The seminar included foundational talks to introduce the breadth of perspectives that were represented among the participants; then, groups formed to develop research agendas for several subtopics, including novice programmers, cognitive load, language features, and love of programming languages. The seminar concluded with a discussion of the current SIGPLAN artifact evaluation mechanism and the need for evidence standards in empirical studies of programming languages.

Seminar February 4–9, 2018 – https://www.dagstuhl.de/18061

2012 ACM Subject Classification Software and its engineering → Software notations and tools, Human-centered computing → HCI design and evaluation methods, Human-centered computing → Accessibility, Social and professional topics → Computing education

Keywords and phrases programming language design, computer science education, empirical software engineering, eye tracking, evidence standards

Digital Object Identifier 10.4230/DagRep.8.2.1

Edited in cooperation with Michael Coblenz

1 Executive summary

Michael Coblenz (Carnegie Mellon University – Pittsburgh, US)

Programming languages underlie and have significant impact on software development, especially in terms of the ability of programmers to achieve their goals. Although designers of programming languages can already reason about the formal properties of their languages, few tools are available to assess the impact of design decisions on programmers and software engineers.

At Dagstuhl Seminar 18061, a diverse set of participants gathered to review the existing body of evidence about programmers that has implications on programming language design.
Participants also reviewed existing research methods, such as eye tracking, that may help better understand the impact of language design decisions on programmers. Participants brainstormed a long list of possible research questions for investigation (§4), and then divided into working groups (§5) to focus on several areas of research interest, including novices, context switching and cognitive load, language features, emotional attachment to languages, and representativeness of subjects in studies. In each area, participants proposed research methods and questions that they felt would be valuable to address in the future. Then, the group discussed and prioritized these research questions.

The seminar included a discussion of the need for an evidence standard in empirical studies of programming languages, focusing on content of the evidence standard, adoption mechanisms, and criteria for what it might include in our field. Finally, the seminar concluded with a discussion of future directions for research, including a list of research questions that the participants were planning on collaborating on in the near future.
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3 Overview of Talks

3.1 How do PL Researchers Think? and Evidence about Software Engineers for PL Design

Jonathan Aldrich (Carnegie Mellon University – Pittsburgh, US)

Evidence about programmers is of increasing interest in programming language design, and my colleagues and I have argued for incorporating this evidence in an interdisciplinary approach to programming language design [1]. However, PL design is a domain quite different from other domains in which human behavior has been studied. This talk is an introduction, aimed at HCI experts and others studying human behavior, to the field of programming language design. I’ll give an example of programming language design, discuss the goals and potential impact of language design, and talk about how PL researchers currently think about language design. I’ll talk about what makes a programming language viable for large-scale development, and about how ideas from software engineering (which are ultimately derived from empirical research) could influence improve future language designs. Finally, I’ll suggest some strategies that empirically-focused researchers can use to maximize their impact on PL design.
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3.2 How does the Programming Language Community Design a Language?

Craig Anslow (Victoria University – Wellington, NZ)

Designing a programming language is hard. The design process is complicated and different for each language. In this talk, the results from a study are presented from interviewing expert programming language designers (n=25) in the SIGPLAN community on how they designed their languages. The study also asked if they have conducted user experiments on their language and how they value these types of experiments. Results show that designing a language is very hard and a complex process; very few have adopted human-centered design methods or conducted user experiments. However, most language designers felt that conducting user experiments is of great value but very hard to perform. Encouraging programming language designers to adopt human-centered design methods and conduct user experiments will help to improve the usability and effectiveness of their languages.
3.3 Thinking about Programmers with Disabilities

*Ameer Armaly (University of Notre Dame, US)*

Programmers with disabilities face a variety of problems depending on the exact nature of their disability. Consequently, programmers with disabilities cannot be addressed as a monolithic group; researchers must instead examine the problems and impacts of individual disabilities. In this talk, I introduce the different ways disability has been thought of in society. I then present two research projects relating to programmers who are blind as examples of the different ways researchers can effectively examine and address the experience of programmers with disabilities. I also demonstrate in detail the experience of programming while blind and discuss ideas for future exploration.

3.4 Enhancing Compiler Error Messages: What’s been done, what needs doing

*Brett A. Becker (University College Dublin, IE)*

Programming is an essential skill that all computing students are expected to master. However, programming can be difficult to learn. Successfully interpreting compiler error messages is crucial for correcting errors and progressing toward success in learning programming. Yet these messages are often difficult to understand and pose a barrier to progress for many novices, with struggling students often exhibiting high frequencies of errors, particularly repeated errors [2]. The area of compiler error enhancement has seen increased activity in the last several years, particularly in presenting empirical evidence of effects. This talk focuses on these recent results. After discussing the importance of compiler error messages and the problems they present, empirical motivating evidence demonstrating a need for enhanced compiler error messages is reviewed. Then, recent empirical evidence on enhanced compiler error messages is discussed, including a debate on the effects and effectiveness of enhancing compiler error messages. In light of these recent results, the current state of play is then presented, organized in three areas: metrics and signals; compilers and languages; and frameworks, guidelines and principles. Finally, directions for research going forward are discussed.
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3.5 Visualizing and Interpreting Multimodal Data

Tanja Blascheck (INRIA Saclay – Orsay, FR)
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In program language design, evaluation plays a crucial role. In recent years, eye tracking has become one means to analyze how participants perceive and understand a programming language. Because programming is highly interactive, a study should take interaction into account as well. In addition, think-aloud data gives insights into cognitive processes of participants using a programming language. Typically, researchers evaluate these data sources separately. However, it is beneficial to correlate eye tracking, interaction, and think-aloud data for deeper analyses. I present challenges and possible solutions in triangulating behavior using multiple evaluation data sources and how these approaches can be used to analyze programming languages. Overall, the objective of this talk is to provide methods and techniques that contribute to more holistic evaluation methods that, in turn, leads to an improved understanding of programming languages. Starting by exploring existing evaluation methodologies, a description of the state-of-the-art of visualization techniques [5] that are available for studying eye movement data are provided and it is discussed, to what extent the existing techniques can be applied. To integrate the use of eye movement data with log files and think-aloud protocols, three novel visualization techniques are contributed: the Radial Transition Graph [6], the AOI Sequence Chart [1], the AOI hierarchy approach [2], and a Visual Coding Approach [3], which embeds Word-sized Eye Tracking Visualizations [4].

References
3.6 Methodological Considerations

Brian Dorn (University of Nebraska – Omaha, US) and Briana B. Morrison (University of Nebraska – Omaha, US)

In this talk we review conceptual and practical elements of empirical study design. Multiple epistemological stances on evidence are introduced, and we frame the work of programming as activity to be understood holistically using the activity theory framework. We then discuss specific methods and tools from computer science education and the learning sciences that may be useful to the programming language design community when designing studies.

3.7 I Don’t Understand Program Comprehension

Johannes C. Hofmeister

How do we understand programs? When we ask this question, it is worthwhile to think about what comprehension is and how we can make it measurable. If we don’t, we might end up asking the wrong questions. For example, several studies had asked how syntax highlighting affects comprehension. But why should recall questions be answered differently depending on the color of the words? I proposed that highlighting does not affect memory and reasoning, and instead affects perceptual processes. This idea was demonstrated visually. The talk showed how psychologists reason about such ideas, by introducing explaining variables, named constructs.

3.8 What evidence do we have about programming language design?

Antti-Juhani Kaijanaho (University of Jyväskylä, FI) and Andrew J. Ko (University of Washington – Seattle, US)

In this talk we present an informal review of the body of evidence about programming language design. The talk discusses the results of two mapping studies of empirical studies about programming languages, and a literature review of evidence about the effect of programming languages on productivity and errors. The talk concludes that we don’t know very much (there are only about 100 studies evaluating language features), that the number of studies is accelerating, but very slowly, and that most studies focus on evaluating novel language features, rather than systematically comparing language features in broad use. The researchers doing these studies tend to be trained in labs with expertise on running human subjects experiments.
Scientists are an important sub-category of programmers, because their work has implications in government policy, medicine and general knowledge. The three main categories of computer use by scientists are “make models, generate data” “generate data, make models,” and general application programming. We will not consider the last category in this talk, as it is the closest to traditional software engineering. Common tools for making models to generate data are Matlab, Sage, Maple, and Mathematica. Scientists who generate data (by field collection, experimentation, etc) and make models, often use Excel, Stata, SPSS, SAS, R or Python. The transition from non-reproducible research to more robust analysis can be challenging, but the benefits are broad. We consider as a case study a marine science group who wrote “Our path to better science in less time using open data science tools” about their movement from Excel to a toolkit including git and GitHub for collaboration and version control, R in the IDE RStudio for analysis, and RMarkdown for reproducibility and narrative.

Traditional programming language design approaches center around theoretical and performance-oriented evaluation. Recently, researchers have been considering more approaches to language design, including the use of quantitative and qualitative user studies, to evaluate how different designs affect users. In this talk, we define “design” to encompass both the activities before and during creation of a system, including needs finding, and the activities involved in the evaluation after the design has been created. We list desiderata of programming languages, including software engineering quality attributes such as correctness, performance of the resulting code, expressiveness, speed of compiling, understandability, ease of reasoning, modifiability and learnability. We identify the different kinds of people or roles involved, such as logician, industrialist, empiricist and teacher. Then, we list many different methods that can be used to help with the design, most of which we have used in our group. These include: contextual inquiry, interviews, surveys, corpus studies, natural programming, rapid prototyping, programming language and software engineering theory, qualitative usability studies, case studies, expert evaluation, performance evaluation, user experiments, and
formalism and proof. We argue for taking an interdisciplinary approach using mixed methods to answer questions. Finally, we argue against having unsubstantiated claims, using methods incorrectly, assuming the conventional wisdom, and inadequate reporting of results.

3.11 Programming language cultures are relevant

**Lutz Prechelt (FU Berlin, DE)**

We will contrast glimpses of possible cultures (found in self-presentations) of different programming languages: Haskell vs. C++ vs. Go; PHP vs. Ruby; Perl vs. Python. These suggest that distinct cultures may exist for at least many languages. Then we discuss two pieces of actual evidence that such cultures have relevant impact: First, in one experiment the Java participants all chose either a simple, very inefficient or a super-efficient, but very cumbersome solution, while the Perl and Python participants chose a third one, based on HashMaps, that is simple *and* efficient. Second, in another experiment 4 of 6 Perl and PHP teams chose the most straightforward and by far most maintenance-friendly approach, while the Java teams picked a conventional one involving property files, although that is cumbersome and its only advantage (internationalization) was explicitly not required.

**References**


3.12 Eye Tracking in Program Comprehension

**Bonita Sharif (Youngstown State University, US)**

Eye tracking has been used since the 1800s for various tasks in psychological research. An eye tracker tells us what a person is looking at while they are doing a task. This information is invaluable for researchers and educators. Educators can see the thought processes that
go into reading and comprehending code. This can help them devise better intervention strategies. Researchers can see how developers work while fixing a bug or adding a feature and use this information to devise better methods and tools for them. In this talk, I will describe eye tracking technology, introduce three eye tracking studies related to program comprehension and describe how we can conduct empirical studies at scale using iTrace, a tool that implicitly embeds eye tracking into the developer work environment. In conclusion, a discussion about how these results could help PL designers and educators is presented.
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3.13 Early Experimental Studies of Conditionals in Programming Languages

Walter F. Tichy (KIT – Karlsruher Institut für Technologie, DE)

Eight controlled experiments about conditionals in programming languages are surveyed. The experiments were identified in a mapping study by Kaijanaho as the only controlled studies on conditionals between 1973 and 1993. They evaluated the goto statement, arithmetic if, nested if-then-else, scoping keywords such as begin and end, decision tables, if-then rule sets, and indentation. The first paper, Sime et al.’s study of 1973, compared goto statements with nested if-then-else without scoping constructs. The experiment used a specially designed micro language that isolated the language feature under study, a technique that was taken up by later experiments. A 1977 study by the same authors added scoping and indentation, while a 1984 paper by Vessey et al used decision tables rather than text to specify the statements to be written. A 1978 paper by Embley advocated using empirical studies in conjunction with considerations of the complexity of the associated proof rules when designing new control constructs. Two studies compared rule sets with if-then-else and goto. Even the effect of the true/false direction of Boolean expressions in conditionals was tested.

From the standpoint of experimental methodology, these studies were well constructed, but they appear to have had little impact on programming language design. For example, the nested if-then-else statement was already present in the Algol programming language in 1960, and Dijkstra’s famous letter “The Go To Statement Considered Harmful” (which called for the abolishment of the goto statement) appeared in 1968, years before Sime’s controlled
trial of 1973. The surveyed papers pay scant attention to the intense debate about structured programming at the time, which started with Dijkstra’s 1968 letter. Knuth published a thorough study of control constructs, including the goto and its alternatives, in 1974. By 1978, the C language provided an adequate set of control constructs, including if-then-else, curly braces instead of unwieldy keywords, short-circuit evaluation of Boolean expressions, as well as switch, continue, break, and return statements, which are constrained forms of goto. This set has stood the test of time and is still in use in more recent languages such as Java. Apparently, language designers, by personal programming experience, introspection, or intuition, found adequate forms of conditionals without recourse to controlled trials. However, not all questions about programming languages can be settled that way. For example, the questions of whether to prefer dynamic over static type-checking, or functional over imperative programming, need evidence to be answered reliably.
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4 Future Research Questions and Studies

The seminar included a brainstorming session where the goal was to enumerate research questions. The session was free-form and questions that were mentioned or written down by participants are listed here. To be clear on the intent here, our goal with this section was to document many of the research questions mentioned by participants.

We categorized the questions into broader themes after the event. We did this for organization in this document and to make it easier to see the big picture of what participants were interested in, but participants themselves did not have these categories during the session. Finally, while we did conduct some light editing, and removed a few questions that did not feel fleshed out enough to include, we did not substantively edit the original questions.

4.1 Impacts in the field

These questions appeared related to either how programming languages evolved, or could evolve, in regard to their impact in practice. We imagine many other questions on the topic could be asked.

4.1.1 Standardization

Research Question What aspects of programming languages have been largely standardized?
Description Over the last 50 years, while there has been some disagreement across programming languages, it is clear that some features have been more successful than others. Which parts have been standardized across multiple languages, and why?

4.1.2 Library design

Research Question Different software developers, given a library or API design problem, make different design choices. What can we learn about programming language and API design from the diversity of choices made by experts?

4.1.3 Polyglot programming

Research Question What is the impact of polyglot programming? Are there economic costs of the current polyglot state?
Description Often programmers need to embed one language in another (e.g. embedded SQL, or JavaScript inside HTML inside Ruby). What impact does this have?

4.1.4 Methods of language evolution

Research Question Characterize the in-use methods of programming language evolution among designers and maintainers of existing languages. To what extent are these consistent or inconsistent? How do these relate to the costs and benefits of programmers adopting these changes and using the new language features? Can we predict the costs/benefits of language changes?
Maybe eventually a given language is “done” and the cost of change outweighs any benefit. What is the effect of language feature creep on development?
4.2 Methodology

There was interest amongst participants in the methodological procedures under which we can test languages. This might include trying to garner a better understanding who we are, or perhaps who we should test in such studies, in addition to asking questions about the kinds of metrics we might use for evaluation.

4.2.1 Representativeness of participants

Research Question How representative are the students or subjects we use now? Which groups of people are we using now? We could compare new groups to the current group. This was an issue in psychology as well [1] and in medicine [2]. This also includes the diversity of the stakeholders.
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4.2.2 Measuring cognitive load

Research Question What empirical methods can be used to unobtrusively measure cognitive load? The goal would be measure and propose interventions that improve productivity.

Description We don’t yet know how to measure cognitive load in programmers, but we suspect that programmers’ ability to be productive decreases when cognitive load is too high. We should identify and standardize methods that can be used to (minimally-invasively) measure cognitive load. Then, we should show that cognitive load indeed interferes with programmer effectiveness. Finally, we should create effective interventions that help decrease cognitive load (or help people be more effective when it is high. Eye tracking methodology lends itself well for this type of analysis.).

4.3 Language features

Many programming languages have features in common. While some have unique philosophies or semantics, many have commonalities like loops, conditionals, functions, classes, or other features. Even if the underlying semantics are the same, or very similar, language designers often use alternative notations or representations for them. Other times, designers vary the semantics in subtle ways. A variety of questions were asked regarding individual language features or aspects of their paradigms.

4.3.1 Functional vs. procedural languages

Research Question How are people reasoning differently in functional vs procedural languages? Where are they spending their time? Can we characterize how they are working? How does this look different from the existing literature on procedural languages?

Study Type Exploratory Qualitative Work

Description How do we characterize how functional programmers work? We could study an expert functional programmer by giving them a design problem and asking them to solve it and implement a corresponding program. Asking participants to work in pairs could
enable capturing their thoughts better because they would need to communicate with each other. For comparison purposes, the study might have five functional teams, five object-oriented teams, and five procedural teams.

The design could include multiple problems that seem more biased towards one type of language or the other, enabling analysis regarding the effect of the language paradigm. Further research questions include:

- How can we predict the task/language fit for a given task and language pair?
- What does it mean to pick the right language for the task? Particularly, if a language supports more than one paradigm, how do developers choose a specific paradigm?
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4.3.2 Concurrency and parallelism

Research Question What are appropriate language representations for concurrency and/or parallelism?

Description How do people think about these kinds of programs? Perhaps understanding human cognition would help develop a more effective way of writing concurrent and/or parallel code.

4.3.3 Creativity vs. Utility

Research Question What are the best language features to support creativity and how do they differ from those that provide other kinds of benefits?

4.3.4 Making the average programmer much better

Research Question Perhaps current languages are still too low-level. How could we make the average programmer 10x better? Some ideas for language approaches include:

- Search-based
- Machine learning
- Programming by example and imitation
- Programming by question-answer
- Natural language

In databases, users moved from databases to analysis of big data. How would that look like for programming? We should not only think about languages, but also about tools/IDEs and processes.

4.4 Novices and learning

Programming languages are used at all levels, from Kindergarten in many U.S. schools to seasoned professionals working in the field. While the spectrum is broad, some participants were interested in learnability or ease of use by those earlier in a lifetime. These questions thus focused around issues they thought might be relevant.
4.4.1 Learning performance of CS concepts

Research Question How does language design affect performance when students are studying various topics in computer science?

4.4.2 Learnability

Research Question What factors affect learnability of individual language features?

4.4.3 Attributes of authenticity

Authenticity typically concerns the extent to which users of educational programming tools (such as block-based editors) feel that they are learning “authentic” programming (as opposed to learning a different set of skills that do not count as “real” programming). However, there is an argument that authenticity applies to professionals as well.

Research Question What are the principal attributes of authenticity in programming languages?

Description For example, how do we prevent authenticity questions from stifling innovation?

4.4.4 Accents: implications of training on cross-language use

Research Question What is the impact of one’s first programming language on subsequent programming behavior? What is the impact on language tools on programmer behavior across language environments? For example, at code.org, users are given the blocks in advance, so users do not practice the skill of finding a block. There was a position paper about this at VL/HCC 2015: http://www.felienne.com/archives/4352

4.4.5 Error handling and learning

Research Question Does graceful error handling improve the experience of learning programming for novices?

4.4.6 Novice vs. Expert compiler usage

Research Question How do published novice programmer compilation behaviors compare to that of industry developers?

Description Replicate a set of Blackbox [1] studies against Google developer logs and quantitatively compare distribution of error rates and other statistics. This serves as a bridging question between academia and industry to move the field forward. What can we learn from novices to help experts? What can we learn from experts to help novices?

4.4.7 Error messages

Research Question How do users read error messages and how is it affected by different error message content or display choices?

4.4.8 Error-proneness

Research Question What is error-proneness?

Description What leads to incorrect thinking / logic errors? Come up with a formal definition that would allow this to be checked. All PL designers want to have low values for error-proneness. Ideally come up with something that could be objectively measured.
4.5  Cognition and affect

A variety of questions were asked that were related to users thinking or feeling about programming. Such attributes could inform us about reasons for adoption or other factors of interest.

4.5.1  Thoughts about program behavior

**Research Question**  How do people think about what a program does?

**Description**  Try to evaluate program understanding. Is there an analogy to “code-switching” from linguistics? If so, is code switching good or bad? What models should we have of programming and how do we apply them to writing code? How do models change during programming? What’s the relationship to cognitive load and working memory?

4.5.2  Language Love

**Research Question**  What makes people love a language?

**Description**  Evaluate what factors influence people’s feelings about languages. Is loving programming not at all related to loving a programming language? Maybe culture and the ecosystem matter too.

4.5.3  Programmer descriptions of structures

**Research Question**  In what ways do programmers describe the structure of their systems? And how do such descriptions help with programming tasks?

**Description**  **Study 1:** Interview developers to see how they describe system structures. Ask them to describe the system in several different ways; how do those descriptions differ, and what order are they described in? Watch them drawing diagrams and talking through them in a think-aloud study.

**Study 2:** How do these descriptions prime a programmer for completing tasks? Prompt half of the participants to describe a system in one way prior to completing a task. The other half of the participants would just get the task without having to describe the system first. Measure productivity and interaction (possibly using eye tracking).

4.5.4  Mental spatial structures

**Research Question**  Learn what mental spatial structures people develop regarding code (and what affects this). For example, how do people learn where (in a given file) particular pieces of code are? How does this differ between people? Is this different for people with various disabilities?

5  Working groups

The participants divided into working groups to focus on some of the research questions above that attracted the most interest and had potential for significant contributions.
5.1 Novices: polyglot questions

Johannes Bechberger (Karlsruher Institut für Technologie, DE), Scott Fleming (University of Memphis – Memphis, US), Briana B. Morrison (University of Nebraska – Omaha, US), Bonita Sharif (Youngstown State University – Youngstown, US), Andreas Stefik (University of Nevada, Las Vegas – Las Vegas, US)

This working group focused on questions on polyglot programming, which regards working in multiple programming languages at once. What happens when a programmer learns multiple languages? To what extent does knowledge transfer between languages? Is there an impact on productivity for domains, like the web, where programmers are forced to use multiple languages at once?

Study participants could be evaluated at several times for a longitudinal study: for example, after two semesters, after the end of the semester in which they learn their second language, and at graduation. At each time, they might be given code for various tasks in multiple languages and ask them to explain the code, even though they haven’t necessarily seen those languages before. They could also be asked to trace the execution with various inputs. Eye tracking might provide insight into the participants’ approach to the problem and help identify whether the participants recognize beacons [1], which help programmers understand the structure and behavior of programs. It might be helpful to do the study on pairs of participants rather than individual participants so that experimenters can observe the conversation. Regarding language learning, the group also discussed the question of whether it is better to learn one language deeply or learn multiple languages at once.
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5.2 Context Switching and Cognitive Load


This working group focused on enumerating interesting research questions. Part of the conversation overlapped with the Novices group, with a shared interest in polyglot programming. The idea is that a polyglot programming scenario might lead to higher cognitive load, as programmers must remember information pertaining to multiple (potentially inconsistent) programming methodologies. Language designs that facilitate polyglot programming might involve addressing language inconsistencies, such as in loop constructs; missing constructs (one could compare languages in which one has a construct that the other lacks); and embeddings, in which programmers could embed code in one language inside code written in another language.

The group discussed the need for better methodologies to measure cognitive load; to be usable for a programming study, the methods must be non-destructive and non-interfering. Low cost is also important for practical reasons. The group was interested in how programming language designs and program design decisions correlate with cognitive load. Do particular
programming language constructs correlate with cognitive load? The group hypothesized that the number of types in use correlates with cognitive load, and that cognitive load might correlate with typos or stutter. The current results regarding cognitive load seem to try to categorize users as being overloaded or not rather than trying to assess cognitive load in a quantitative way. It might be interesting to consider the units of cognitive load so that it can be correlated more directly.

5.3 Language features and error-proneness


Programming language designers tend to think a lot about user errors (bugs) because a lot of the techniques used in language design are intended to exclude particular classes of bugs. As a result, the working group on language features focused on creating a grand theory of error-proneness of language features, specifically regarding errors that emerge through reasoning, not perceptual slips or conflicts with prior knowledge.

Language features are abstractions. As such, they hide certain aspects of execution for the benefit of simpler reasoning. For example, consider integer division, which hides remainders, integer truncation, and division by zero. If, in hiding that complexity, the language feature allows the developer to never have to reason about that internal complexity, error-proneness is low. However, if the language feature still occasionally forces the developer to have to reason about that internal complexity, that reasoning will be even harder because the complexity is hidden, and therefore error-proneness may be higher. For example, 10/3 requires a programmer to reason about integers versus floating-point numbers. 10/0 requires programmers to reason about runtime errors.

The group hypothesized that the mechanism of error production is that developers need to be able to reason correctly about the behavior of an abstraction. If they do not have access (e.g. via training) to a correct model of that behavior, they will make mistakes. Abstractions occasionally hide behavior developers must reason about. Furthermore, error-proneness may arise by composition of language features: language features may interact with each other in ways that are error-prone.

5.3.1 Examples

- The division operator in most languages fully encapsulates the complexities of division, but not in the case of 0 or floating-point. Those nuances are not visible in the / operator in most languages, reducing the visibility of the need to handle those cases, increasing the likelihood of errors.
- Constraints make it easier to express declarative properties between values, but one must understand the hidden semantics of constraint satisfaction algorithms to avoid unintended side effects of cycles.
- Memory-safe languages allow programmers to think in terms of abstract objects and fields instead of the linear memory on which those objects are imposed. This abstraction eliminates many non-local interactions (or alternatively, “safety rules”) that programmers have to consider in unsafe languages. The abstraction rarely breaks down in terms of
correctness; the main cases where it does are interaction with code written in unsafe languages (e.g. the native code interface in Java). It does break down in cases where an application’s performance or memory-usage needs are strict enough to be affected by the costs of the garbage collection and dynamic checks necessary for memory safety.

- Monads (are these error-prone or hard to use? Are those different?)

5.3.2 Operationalization

Error-proneness is defined as semantics of an abstraction that are hidden but a developer must reason about correctly in order to be used correctly. Error-proneness may have a trade off with expressiveness because increased expressiveness requires abstraction, which hides complexity. If one must reason about that abstraction, an error might occur if that abstraction is hard to understand or use. This is related to the idea of leaky abstractions, but that work focuses more on architectural consequences and not language features or not error-proneness.

The theory might be used as a thinking tool in a language design process, and as a way to generate hypotheses to test. Doing so might validate the theory: if it effectively predicts parts of designs that are error-prone, it is a useful theory. APIs might also be analyzable in the same framework. The group also considered perceptual sources of errors from syntax; these are more akin to slips than to mistakes, depending on whether one considers these terms to be substantively different, but they are errors nonetheless.

5.3.3 Evaluation

Researchers might work to test the theory by building a predictive error model and showing that it makes useful predictions for particular language features. Future work should figure out criteria for thresholds: how much complexity is enough to cause error-proneness? What does this depend on: experience, etc...? In the future, researchers should compare fine-grained differences in what an abstraction hides and compare developers’ defect production.

5.4 Why do people love programming languages?

Igor Crk (Southern Illinois Univ. – Edwardsville, US), Andrew Duchowski (Clemson University, USA), Matthias Hauswirth (University of Lugano, Switzerland), Brad A. Myers (Carnegie Mellon University – Pittsburgh, US), Craig Anslow (Victoria University of Wellington), Brian Dorn (University of Nebraska, Omaha), Lutz Prechelt (FU Berlin, Germany), Antti-Juhani Kaijanaho (University of Jyväskylä, Finland)

This working group focused on understanding affect: what is it about languages that causes people to love or hate them? Is it primarily due to technical attributes (e.g. features) or is personal relevance more important? For example, people might love the first language they used, or their feelings might be driven by their prior positive (or negative) experiences using languages on particular projects.

The group designed an interview study in which participants would be asked:

- Is there a language you love, and why?
- Tell me about a time when a language feature helped you achieve a goal.
- Tell me about a time when a language feature stood in the way of a goal.
- Tell me about a time when you abandoned a language in favor of another one.
In the discussion, the participants noted that it is easy to conflate love with adoption. Sometimes people don’t have choices because their language selection is dictated by their employer or other practical considerations. Any study of this would need to separate the questions of adoption from the questions of emotional attachment, and separate the influences of the various factors. The study might leverage standard business or psychological measures of affect.

The group was interested in what qualities of people cause them to be drawn to particular languages. One might ask: “How would one characterize people who love language X?”

The group was also interested in the progression of feelings over time as people learn more languages (for example, at a university). By asking senior programmers, teachers, and students at various stages, one could study how language learning affects feelings about languages. It might also be interesting to compare adoption and use to what people love. Other study techniques might involve asking programmers who know at least two languages well for comparisons and explanations of what languages they do not like. It is important to include social aspects in this discussion; perhaps people like or dislike languages in part because of the people in the language communities. Perhaps some people love programming languages in general rather than loving specific languages. Another question the group identified pertained to global adoption: is there a map of which languages are in use in each part of the world? If not, is it worth creating?

5.5 Representativeness of subjects in studies

Felienne Hermans (TU Delft, NL), Johannes Hofmeister (Universität Passau, DE), Amelia A. McNamara (Smith College – Northampton, US), Lea Verou (MIT – Cambridge, US)

This working group discussed a practical problem that the community has encountered when running studies: most studies so far have been on university students at high-quality universities who have studied some programming. This biases the sample toward white, male, able-bodied, high socio-economic status students. The group identified three mechanisms to mitigate the impact of this problem:

1. Studies should be reporting gender, SES, ethnicity. However, the European Union has restrictions on what data can be collected, which may make tracking ethnicity difficult for researchers in the EU.

2. Run studies on other groups to assess impact on alternative demographics. Medicine has had this problem too: men were used largely in the 1940s because of the connections to the military in early controlled experiments, for example.

3. Make sure we understand the results from psychology and HCI in this area [1].
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6 Open problems

6.1 Evidence standards

The participants had a plenary discussion about the need for an evidence standard in human factors research in computer science. There seemed to be general consensus that an evidence standard would clarify to authors and reviewers how to report on their research to improve replication and to clarify the limitations of particular studies. The group discussed the details of the CONSORT evidence standard [1]. Some participants expressed concern at having to comply with a standard, but the strong majority seemed to find the idea reasonable. The group also had broad consensus that the types of information that the CONSORT standard requires in its reporting are a reasonable place to start when proposing an evidence standard.

6.1.1 Adoption of evidence standards

Some ideas that were proposed to assist adoption include:

- Send a draft of an evidence standard for publication. Where to send such work was unclear.
- Two approaches were considered for adoption of such a standard. One way was to use a top-down approach where we attempt to convince a publication venue to require its use for some papers. Another way would be to propagate the standard bottom-up by submitting papers that follow it, citing in each work in a consistent way. Both approaches have pros and cons.
- It is important to start with the right community. The IEEE VL/HCC conference (http://www.vlhcc.org) might be a good place to start because lots of the VL/HCC leadership are among the meeting participants. As such, perhaps a recommendation could be attached to the VL/HCC call for papers. In comparison, CHI has an informal evidence standard based on psychology papers. Alternatively, the computing education conferences and journals already use empirical data heavily, perhaps especially TOCE and ICER, and as such might be good targets.
- An evidence-based track at a conference might be a lightweight way to further adoption. Perhaps eventually the whole conference would be in this track.
- Make reviewers feel like they are the “last ones to know” about the evidence standard so that they feel like they should adopt the new standards of the “in” group.
- Change is not an instant process and working toward a standard is a marathon, not a sprint.
- The Open Science Framework is an existing mechanism to manage scientific workflows, including study registration. Study registration is a well-accepted technique in science to reduce a number of potential problems during the publication process (e.g., Type I error, fraud, “surprise factor”). Perhaps leveraging existing mechanisms could reduce the cost and difficulty of adoption.
- While CONSORT, the What Works Clearinghouse, APA, and other standards exist, it was unclear what evidence standard would work best for computer science. Given other disciplines already have such standards, we may be able to learn from them in designing ours, while potentially improving them to avoid historical mistakes.
- If an evidence standard were to be adopted at particular conferences or journals, or across conferences and journals, training will be needed to help scholars use and understand it, both at the reviewing and at the writing stages.
6.1.2 Criteria

Participants discussed some criteria for good evidence standards:

- Evidence standards should be clear so that authors know what the expectations are, but the standard should not unnecessarily make papers longer since page limits are of concern.
- Care should be taken to avoid unnecessarily rejecting papers to which the standards don’t align well.
- The standard should include guidelines both for authors and reviewers.
- It needs to be possible to cite the evidence guidelines. Also it would be nice to be able to cite study guidelines.
- It should be clear that the evidence standard does not apply to all kinds of research. For example, there was a backlash in the UIST community when it became expected that authors include an A/B study of their work because some authors felt that this was inappropriate for their work.
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